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Introduction

Irreducibility testing. By a linear group over a field K, we mean a subgroup G
of the general linear group GL(V ) of a finite-dimensional vector space V over K.
Given G, one of the most fundamental computational tasks is to decide if G fixes
a proper subspace U of V . We then say that G is reducible. If no such subspace
exists and if V 6= 0, then G is irreducible. In addition to deciding irreducibility,
if G is found to be reducible, then we want to construct an invariant subspace U
as above. We refer to these combined tasks as irreducibility testing of G. We
sometimes also use the term “constructive irreducibility testing” to emphasise the
difference from the decision problem, which merely asks if G is irreducible or not.

The Meataxe. If the underlying field K is finite, then irreducibility of G can be
tested effectively using the Meataxe Las Vegas algorithm [39, §7.4]. Nowadays,
the term “Meataxe” usually refers to variations of the Holt-Rees extension [41] of
Parker’s original method [62]. The Meataxe was originally developed as a tool for
the construction of representations of finite (simple) groups. For example, it featured
prominently in Norton’s construction of the sporadic simple group J4 [60]; see [64]
for similar applications. Beyond the successes of the Meataxe in the construction
of representations, it became a starting point and major ingredient of the “Matrix
Group Recognition Project” which is concerned with the development of algorithms
for linear groups over finite fields; see [61] for a survey of achievements.

Related work: irreducibility testing over infinite fields. For an infinite ground field
K, the basic techniques underpinning the Meataxe may still be applied but they
will in general not succeed to decide irreducibility of G [37]. Possible applications
of Meataxe techniques in characteristic zero have been investigated by Parker [63],
Holt [37, §3], and Glasby [35]. Using a different approach, Plesken and Souvignier
[67] developed tools for irreducibility testing over the rationals that can be applied
in some special cases. In short, so far, most of the work on irreducibility testing
over infinite fields has been aimed at providing practical tools that may or may not
be applicable in specific situations.

Regarding more systematic approaches, progress has recently been made on irre-
ducibility testing of finite linear groups over fields of characteristic zero. Nebe and
Steel [58] obtained a practical algorithm for deciding irreducibility of a finite linear
group over the rationals. Their method is based on computations in algebras. An

This work is supported by the Research Frontiers Programme of Science Foundation Ireland,
grant 08/RFP/MTH1331.
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algorithm for irreducibility testing of finite linear groups over the rationals based on
their approach has been included in Magma V2.16 [7]. We finally note that Souvig-
nier [83] developed heuristics for finding invariant subspaces for reducible finite linear
groups over the rationals based on techniques surrounding the Nebe-Steel-algorithm.

Related work: computing with nilpotent linear groups. Nilpotent linear groups
have already been shown to be well-suited for computations [21, 22]. We note that
nilpotency and finiteness of linear groups can be tested effectively over many fields,
including number fields and rational function fields over these [21, 22]. For a recent
survey of algorithms for linear groups over infinite domains, see [18]. In [21], Detinko
and Flannery developed an algorithm which simultaneously tests irreducibility and
primitivity (see below for a definition) of nilpotent linear groups over finite fields.
Their work has been the starting point of the results described in this thesis.

Results: irreducibility testing. One of the main contributions of this thesis is an
algorithm for constructive irreducibility testing of arbitrary finite nilpotent linear
groups defined over a range of fields of characteristic zero, including number fields
and rational function fields over number fields. A description of this algorithm has
been previously published in [74]. An implementation is publicly available in the
Magma package finn [76]. Since Magma V2.17, most of the functionality provided
by finn has been included in Magma itself.

In addition to the above, in this thesis, we also develop an algorithm for deciding
(non-constructively, in general) irreducibility of infinite finitely generated nilpotent
linear groups over number fields.

Primitivity testing. Let G 6 GL(V ) be an irreducible linear group over a field
K. If there exists a non-trivial decomposition V = U1 ⊕ · · · ⊕ Ur of vector spaces
such that G permutes the Ui, then G is imprimitive; otherwise, G is primitive.
A common strategy in the theory of linear groups is to first reduce problems to
irreducible and then to primitive groups. Given an irreducible group G, consider
the task of algorithmically deciding whether G is primitive. Similar to the case of
irreducibility testing above, if G is found to be imprimitive, then we also want to
construct a decomposition V = U1 ⊕ · · · ⊕ Ur which is permuted by G. We refer to
these combined tasks as (constructive) primitivity testing of G.

Results: primitivity testing. Our algorithm for irreducibility testing of a finite
nilpotent linear group G is largely based on elementary group theory. As a con-
sequence, it also provides us with insight into the structure of G. By exploiting
this, we obtain an algorithm for constructive primitivity testing of irreducible finite
nilpotent linear groups over the same family of fields as above. This research has
been described in [75]; an implementation is again available in finn and included in
recent versions of Magma. We note that while primitivity of linear groups over
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finite fields can be tested using a method of Holt et al. [40], the author is not aware
of any other work on primitivity testing over infinite fields.

Other results. In addition to the development of the algorithms outlined above,
this thesis also contains purely theoretical structural results. Most importantly, as a
by-product of our computational work, we investigate the structure of primitive finite
nilpotent linear groups over number fields. In particular, in the case of a cyclotomic
ground field K, we determine an explicit class G of pairwise non-isomorphic abstract
finite nilpotent groups such that:

(i) For each G ∈ G, there is a primitive linear group G(K) over K with G ∼= G(K).

(ii) If H is a primitive finite nilpotent linear group over K, then there exists a
unique G ∈ G such that H and G(K) are similar, i.e. represented by conjugate
matrix groups over K.

Strategies for irreducibility and primitivity testing

We now sketch the strategies that underly our algorithms for irreducibility and
primitivity testing; details will be provided in Parts I–II. To avoid technical issues,
in this overview, we assume that K is a number field. As we indicated above, for
irreducibility and primitivity testing of finite nilpotent linear groups, we can actually
handle a considerably larger class of ground fields.

Let G 6 GL(V ) be a finite nilpotent group, where V 6= 0 is a finite-dimensional
vector space over K. We want to test irreducibility and (if G is found to be irre-
ducible) primitivity of G. The case of abelian groups is easily treated, so we may
assume that G is non-abelian. We then proceed using the following two steps. First,
we can either construct a non-cyclic abelian normal subgroup of G or we can prove
that no such subgroup exists. In the second step, we distinguish two cases:

(i) If we found a non-cyclic abelian normal subgroup of G, then G cannot be
primitive (but it might be reducible). In this situation, we can either prove
reducibility of G or we can construct a subgroup H < G and a subspace U < V
such that G acts irreducibly on V if and only if H acts irreducibly on U . We
then replace G by the image of H in GL(U) and V by U and start again.

(ii) If all the abelian normal subgroups of G are cyclic, then we can test irre-
ducibility and primitivity of G directly. This step heavily depends on the
known classification of abstract finite nilpotent groups all of whose abelian
normal subgroups are cyclic.

The above strategy is due to Detinko and Flannery [21, §3] who employed a varia-
tion to test irreducibility and primitivity of nilpotent linear groups over finite fields
[21, Alg. 7]. However, we use different methods to perform the tasks involved. For
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instance, our method for locating non-cyclic abelian normal subgroups is consider-
ably simpler, and it will succeed whenever such a subgroup exists. We also note
that the case of characteristic zero often differs drastically from the corresponding
situation over finite fields.

Now let G 6 GL(V ) be a possibly infinite but finitely generated nilpotent group.
Disregarding some easy special cases, we can use the following variation of the above
strategy to decide irreducibility of G. We can either (a) construct an inhomogeneous
abelian normal subgroup of G or (b) we can construct a maximal abelian normal
subgroup of G which is homogeneous. (An abelian group A 6 GL(V ) is called
homogeneous if the K-algebra it generates is a field.) In case (a), we can proceed
similar to case (i) from above, thus either proving reducibility of G or reducing to
smaller dimension. In case (b), the K-algebra generated by G is in an explicit way
a “crossed product” an we can use algorithms from computational number theory
[31] and group cohomology [38] to decide irreducibility of G non-constructively.

Overview of the thesis

Part I: Computing with nilpotent linear groups

The first two chapters collect background material on linear groups (nilpotent and
otherwise) and algebras. In Chapter 3, we consider congruence homomorphisms; the
results given there are largely known from [22] but our approach is different. Our
techniques for computing with abelian normal subgroups of nilpotent linear groups
are described in Chapter 4. In Chapter 5, the first main result of this thesis is
obtained, namely an algorithm for deciding irreducibility of nilpotent linear groups
over number fields. The final Chapter 6 of Part I contains a structural analysis of a
class of “exceptional groups” that we encountered in Chapter 5.

Part II: Irreducibility and primitivity testing of finite nilpotent linear
groups

In Part II, we develop our algorithms for irreducibility and primitivity testing of finite
nilpotent linear groups. This part is essentially a combined version of the papers [74,
75]. We first consider finite nilpotent groups all of whose abelian normal subgroups
are cyclic (Chapter 7). Then we develop methods for irreducibility (Chapter 8)
and primitivity testing (Chapter 10) for linear groups of this form. Between these
two chapters, in Chapter 9, we study the equation x2 + y2 = −1 which arises
naturally. Finally, in Chapter 11, we state our main algorithms and comment on
our implementation in the Magma-package finn.

Part III: The structure of primitive finite nilpotent linear groups

In Chapter 12, we show that if G is a finite nilpotent group all of whose abelian
normal subgroups are cyclic and if K is a number field, then there is an essentially
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unique irreducible linear group G(K) over K with G ∼= G(K). In particular, it
follows that isomorphic primitive finite nilpotent linear groups over K are similar.
After introducing some technical tools in Chapter 13, in the final Chapter 14, we
investigate primitivity of G(K) for fixed K and varying G.
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1. Basic facts on irreducibility and
primitivity of linear groups

We recall some largely well-known facts on linear groups and algebras and establish
notation. Unless otherwise indicated, throughout this thesis, let K be an arbitrary
field and V 6= 0 be a finite-dimensional K-vector space. In computational settings,
we tacitly assume that we are given algorithms for the basic field operations in K
and for testing equality of elements of K.

1.1. Basics on rings, modules, and algebras

The results mentioned in this section are folklore; see [14, Ch. 4–5] or [53, §§28–29].
For us, rings are unital and ring homomorphisms preserve identities. In particular,

if S is a subring of the ring R, then S contains the identity of R so that the inclusion
S ↪→ R is a ring homomorphism.

Unless otherwise specified, when we speak of vector spaces we mean left vector
spaces while modules refer to right modules. We denote the ring of endomorphisms
of a module M by End(M). If D is a division ring, and W is a D-vector space, then
we regard W as a (D,End(W ))-bimodule. Note that if W ∼= De (the left D-space of
row vectors of length e over D), then End(W ) ∼= Me(D) (the ring of e× e matrices
over D). Here, Me(D) acts by right-multiplication on De. We write |W : D| for the
dimension of W over D.

Let R be a ring and let M be an R-module. If S ⊂M is a not necessarily proper
subset of M , then we write SR for the R-submodule of M generated by S. If M
does not have any proper submodules and M 6= 0, then M is irreducible. If M
is a direct sum of irreducible submodules, then M is completely reducible. By
Schur’s lemma, if M is irreducible, then End(M) is a division ring. Conversely, if
M is completely reducible and End(M) is a division ring, then M is irreducible.

If M =
∑

i∈IMi for irreducible submodules Mi 6 M , then there exists J ⊂ I
such that M =

⊕
j∈JMj ; in particular, M is then completely reducible. If M is

a direct sum of isomorphic irreducible R-modules, then M is homogeneous. Let
M be completely reducible and let (Wi)i∈I be representatives of the isomorphism
classes of irreducible submodules of M . Define Ui to be the sum of all submodules of
M that are isomorphic to Wi. Then each Ui is a maximal homogeneous submodule
called a homogeneous component of M and M =

⊕
i∈I Ui is the homogeneous

decomposition of M .
Let R be a ring. If R is completely reducible when regarded as a right R-module,

then R is semisimple; this is equivalent to R being completely reducible as a left
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1. Basic facts on irreducibility and primitivity of linear groups

R-module. Furthermore, R is semisimple if and only if every right R-module is
completely reducible; again the same is true for left modules. If R 6= 0 and R does
not have any non-trivial 2-sided ideals, then R is simple.

Let R be a ring and let K be a subring of R which is a field. Let x ∈ R commute
with all elements of K. We obtain a natural homomorphism K[X]→ R,

∑
i aiX

i 7→∑
i aix

i (ai ∈ K, almost all ai = 0). If the kernel of this homomorphism is non-
trivial, then it is generated by a unique monic polynomial mpolK(x) called the
minimal polynomial of x over K. Note that mpolK(x) is defined if and only if
the subring K[x] of R generated by K and x is finite-dimensional over K.

By an algebra over a field K we mean a K-vector space A endowed with a K-
bilinear multiplication which turns A into a ring. Unless explicitly stated otherwise,
we write “algebra” for “finite-dimensional algebra”. As rings, simple algebras are
semisimple. If A 6= 0, then we identify K with the central subalgebra K · 1A of A,
where 1A is the identity of A. If a1, . . . , ar are commuting elements of A, then we
write K[a1, . . . , ar] for the subalgebra generated by these elements.

Let A be a K-algebra. The radical rad(A) of A is the intersection of all maximal
right ideals of A; again, “right” can be replaced by “left” here. The algebra A is
semisimple if and only if rad(A) = 0. An alternative characterisation of rad(A) is as
follows: rad(A) is the sum of all nilpotent ideals of A and rad(A) is itself a nilpotent
ideal. If A is commutative, then rad(A) is the set of nilpotent elements in A. In
particular, subalgebras of semisimple commutative K-algebras are again semisimple.

1.2. Wedderburn theory

1.1 Proposition ([53, 29.F2]). Let A 6= 0 be a semisimple algebra. Then A is
simple if and only if all irreducible A-modules are isomorphic.

While the following is well-known, the author has not been able to locate a refer-
ence for the exact version given here.

1.2 Proposition. Let A be a subalgebra of End(V ).

(i) A is semisimple if and only if V is a completely reducible A-module.

(ii) A is simple if and only if V is a homogeneous A-module.

Proof. By [85, Thm 14.3], if V is a completely reducible (resp. irreducible) A-module,
then A is semisimple (resp. simple). If V is a homogeneous A-module, then A acts
faithfully on any irreducible A-submodule U of V . We may then regard A as a
subalgebra of End(U) so that A is simple. This concludes the proof of the “if”
parts. The “only if” parts follow from the preceding proposition and the fact that
modules of semisimple algebras are completely reducible. �

1.3 Theorem ([53, Thm 29.1]).

10



1.3. Irreducibility and primitivity of linear groups

(i) Let A be a semisimple algebra. Then A has only finitely many minimal 2-
sided ideals, say A1, . . . ,Ar. Moreover, each Ai is a simple algebra, and A =
A1⊕ · · · ⊕Ar.

(ii) If B1, . . . ,Bs are simple K-algebras, then B = B1⊕ · · ·⊕Bs is semisimple and
the Bi are precisely the minimal 2-sided ideals of B.

The ideals Ai in (i) are the Wedderburn components of A and A = A1⊕ · · ·⊕
Ar is the Wedderburn decomposition of A.

1.4 Proposition ([48, Thm XVII.4.3]). Let A 6= 0 be a semisimple algebra. Then
the Wedderburn components of A are precisely the homogeneous components of A

as a right A-module.

1.5 Proposition ([48, Thm XVII.4.4]). Let A be a semisimple algebra and V 6= 0 be
an A-module. Let A = A1⊕ · · · ⊕Ar be the Wedderburn decomposition of A. Then
V = V A1⊕ · · · ⊕ V Ar and each V Ai is the sum of all irreducible submodules of V
that are isomorphic to an irreducible A-submodule of Ai. Hence, the homogeneous
components of V are precisely those submodules V Ai which are non-zero.

1.6 Corollary. Let A be a semisimple subalgebra of End(V ). Then the homogeneous
components of V as an A-module are EndA(V )-submodules of V . �

1.7 Theorem (Wedderburn; [53, Thm 29.5]). A K-algebra A is simple if and only
if it is isomorphic to Me(D) for some e > 1 and a K-division algebra D. In this
case, e is unique and D is unique up to isomorphism.

The essentially unique irreducible module of a simple algebra Me(D) as in Wed-
derburn’s theorem is easily described.

1.8 Proposition. Let D be a K-division algebra and e > 1. Then De is an irre-
ducible Me(D)-module.

Proof. We may naturally regard Me(D) as the endomorphism ring of the left D-
vector space De. Now apply [53, 28.F8]. �

Let D be a K-division algebra and A ∼= Me(D). Then |D : Z(D)| = m2 for an
integer m > 1 (see [53, 29.F7]) called the index of A; we write index(A) = m.

1.9 Corollary. If A is a simple K-algebra, then the K-dimension of the irreducible
A-module is index(A) ·

√
|A : K| · |Z(A) : K|. �

1.3. Irreducibility and primitivity of linear groups

Recall that by a linear group over K, we mean a subgroup G of the automorphism
group GL(V ) of a finite-dimensional vector space over K. The degree of G is the
dimension |V : K|. The group G generates a subalgebra K[G] of End(V ) which we
call the enveloping algebra of G. Note that K[G] consists precisely of the K-linear

11



1. Basic facts on irreducibility and primitivity of linear groups

combinations of elements of G. We say that G is completely reducible, homo-
geneous, or irreducible according to whether V has the property in question as
a K[G]-module. If G is completely reducible, then the homogeneous decompo-
sition and the homogeneous components of G are understood accordingly. By
Maschke’s theorem (cf. [87, Cor. 1.6]), finite linear groups in characteristic zero are
completely reducible.

If L/K is a finite field extension and H 6 GL(W ) for a finite-dimensional L-space
W , then by restricting scalars, we may naturally regard H as a K-linear group
of degree |W : K| = |W : L||L : K| (see [14, Prop. 7.1.2]). Since K[H] ⊂ L[H], we
see that if H is irreducible over K, then it is also irreducible over L.

A system of imprimitivity for G 6 GL(V ) is a set U = {U1, . . . , Ur} of non-zero
subspaces Ui 6 V such that

(i) V = U1 ⊕ · · · ⊕ Ur, and

(ii) G permutes U in its natural action on subspaces.

We will usually exclude the trivial system of imprimitivity {V}. A non-trivial
subspace 0 < U < V which belongs to some system of imprimitivity for G is called
a block for G. A block stabiliser for G is a subgroup of the form StabG(U) for
some block U for G. Suppose that G is irreducible. If G admits a non-trivial system
of imprimitivity, then G is imprimitive; otherwise, G is primitive. Note that we
only apply these notions to irreducible groups.

Two linear groups G 6 GL(V ) and H 6 GL(W ) over the same field K are similar

if there exists a vector space isomorphism V
θ−→ W such that g 7→ θ−1gθ maps G

onto H.

By identifying GLd(K) = GL(Kd) with respect to the standard basis of Kd, all of
the preceding notions can be naturally rephrased in terms of a matrix group over
K, i.e. a subgroup of some GLd(K). In particular, G 6 GLd(K) and H 6 GLe(K)
are similar if and only if d = e and H = x−1Gx for some x ∈ GLd(K).

1.4. Clifford’s theorem

For our purposes, Clifford’s theorem provides us with both completely reducible
linear groups and systems of imprimitivity.

1.10 Theorem (Clifford). Let G 6 GL(V ) be completely reducible and N / G.
Then N is completely reducible and the homogeneous components for N constitute
a system of imprimitivity for G.

Proof. See [68, 8.1.3] for a proof in the case that G is irreducible; the completely
reducible case then follows immediately. �

The following can essentially be found in [73, p. 243].
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1.4. Clifford’s theorem

1.11 Lemma. Let G 6 GL(V ) and let U be a system of imprimitivity for G. Suppose
that each element of U is an EndK[G](V )-submodule of V . Let U ∈ U and H =
StabG(U). If G acts transitively on U, then the restriction map EndK[G](V ) →
EndK[H](U) is an isomorphism.

Proof. Let T be a right transversal forH inG with 1 ∈ T . Clearly, if φ ∈ EndK[G](V )
vanishes on U , then it vanishes on each Ut (t ∈ T ) and hence on V . This proves
injectivity. Conversely, given ψ ∈ EndK[H](U) it is easily verified that the K-
endomorphism φ of V defined by (

∑
t∈T utt)φ =

∑
t∈T (utψ)t (ut ∈ U) centralises G;

clearly φ restricts to ψ on U . �

By Corollary 1.6, a system of imprimitivity for G obtained using Clifford’s theorem
satisfies the conditions in Lemma 1.11. The following result from [21] is one of the
core ingredients of our methods for irreducibility testing; we include a proof since
parts of it will appear in our algorithms.

1.12 Corollary ([21, Thm 3.1]). Let G 6 GL(V ) be completely reducible and N /G.
Let V = U1 ⊕ · · · ⊕ Ur be the homogeneous decomposition of V as a K[N ]-module.
Then G is irreducible if and only if

(i) G acts transitively on U = {U1, . . . , Ur}, and

(ii) StabG(U1) acts irreducibly on U1.

Proof. If G acts intransitively on U, then the direct sum over any orbit of G on
U is a proper K[G]-submodule of V . Also, if W < U1 is H-invariant, where H =
StabG(U1), then W generates a proper K[G]-submodule of V . Hence, conditions (i)
and (ii) are necessary for G to be irreducible. Conversely, let (i) and (ii) be satisfied.
By (ii) and Schur’s lemma, EndK[H](U1) is a division ring. According to the last
lemma, EndK[G](V ) ∼= EndK[H](U1), whence G is irreducible. �
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2. Completely reducible nilpotent linear
groups

We collect fundamental facts regarding nilpotent linear groups; the results stated
here can mostly be found in [85, 87, 25]. As before, unless otherwise noted, K is an
arbitrary field and V is a non-trivial finite-dimensional vector space over K.

2.1. Semisimple, diagonalisable, and unipotent elements

For the following, see [87, §7] and [77, §7.A].

Let φ ∈ End(V ). We say that φ is semisimple if K[φ] is a semisimple algebra.
By Proposition 1.2(i), φ is semisimple if and only if V is a completely reducible
K[φ]-module. By basic linear algebra, this is the case if and only if the minimal
polynomial f of φ is square-free. Recall that φ is diagonalisable, i. e. represented
by a diagonal matrix over some field extension of K, if and only if gcd(f, f ′) = 1
(where f ′ is the formal derivative of f). In other words, φ is diagonalisable if and only
if f remains square-free over every extension of K. Hence, if φ is diagonalisable, then
it is semisimple. If K is perfect, then, conversely, a semisimple φ is diagonalisable.

If φ − 1 is nilpotent, i. e. (φ − 1)n = 0 for some n, then φ is unipotent. A
group G 6 GL(V ) is unipotent if it consists entirely of unipotent elements. This
is equivalent to the existence of a chain 0 = V0 < · · · < Ve = V of subspaces such
that [Vi, G] 6 Vi−1 (1 6 i 6 e); here, for a subspace U 6 V , we write [U,G] for the
K-span of {u(g − 1) : u ∈ U, g ∈ G}. In other words, G is unipotent if and only if
it acts nilpotently on V . It follows [42, Satz III.2.9] that G is then itself nilpotent.
More concretely, let

UTd(K) =


1
K 1
...

. . .
. . .

K . . . K 1

 6 GLd(K)

be the group of unitriangular d × d matrices over K. This group is nilpotent
of class d − 1 (see [68, p. 127]). A group G 6 GL(V ) is unipotent if and only if,
for a suitable basis of V , it can be represented by a subgroup of UTd(K), where
d = |V : K|; cf. [87, Cor. 1.21].
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2. Completely reducible nilpotent linear groups

2.2. The Jordan decomposition

In this section, we have to assume that K is perfect.

2.1 Theorem ([87, p. 91]). For any g ∈ GL(V ), there exist unique elements gu, gs ∈
GL(V ) such that

(i) gu is unipotent,

(ii) gs is semisimple, and

(iii) g = gugs = gsgu.

We note that gu and gs are polynomials in g; cf. [6, Lem. A.1]. The decomposition
g = gugs is known as the (multiplicative) Jordan decomposition of g. It can be
effectively computed provided that an algorithm for polynomial factorisation over
K is available; an implementation is e.g. available in Magma. For G 6 GL(V ),
define subsets Gu = {gu : g ∈ G} and Gs = {gs : g ∈ G} of GL(V ). The following is
a special case of [81, 3.1.7].

2.2 Proposition. Let G 6 GL(V ) be locally nilpotent.

(i) Gu and Gs are subgroups of GL(V ).

(ii) g 7→ gu (resp. g 7→ gs) is an epimorphism of G onto Gu (resp. Gs).

(iii) [Gu, Gs] = 1.

2.3. Reduction of irreducibility testing to completely
reducible groups

Let K be perfect. We describe how, given a nilpotent group G 6 GL(V ), we
can either prove that G is completely reducible or we can construct a proper K[G]-
submodule of G. The method described here is known from [22, §4.1]. The following
is stated in [22, Lem. 4.5] for nilpotent linear groups.

2.3 Lemma. Let G 6 GL(V ) be locally nilpotent. Then G is completely reducible
if and only if Gu = 1.

Proof. The “only if” part is [85, Cor. 29.1]. For the converse, by a theorem of
Zassenhaus, a locally soluble linear group is soluble [85, Thm 19.9]. The “if” part
then follows from [85, Thm 22.5]. �

Suppose that a nilpotent group G = 〈g1, . . . , gn〉 6 GL(V ) is given. Assuming
that we can compute Jordan decompositions over K, in view of Proposition 2.2, we
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2.4. Torsion in nilpotent linear groups

may construct Gu = 〈(g1)u, . . . , (gn)u〉 and hence decide if G is completely reducible.
If Gu 6= 1, then

V Gu = {x ∈ V : xgu = x for all g ∈ G} =
n⋂
i=1

Ker ((gi)u − 1)

is a proper K[G]-submodule of V (use Proposition 2.2(iii)).

2.4. Torsion in nilpotent linear groups

The following is fundamental for our work on infinite nilpotent linear groups.

2.4 Theorem ([25, Cor. 6.5]). Let G be a completely reducible nilpotent linear group.
Then G/Z(G) and [G,G] are finite. More precisely, if c is the nilpotency class and
d the degree of G, then |G : Z(G)| 6 C and |G′| 6 C, where C = d(c+1)(d−1).

2.5 Lemma. Let G be a completely reducible nilpotent linear group, G
π−→ H be a

homomorphism with torsion-free kernel, and A 6 G. If Aπ is abelian, then so is A.

Proof. [A,A] 6 Ker(π) ∩ [G,G] = 1, since [G,G] is finite by Theorem 2.4. �

2.6 Corollary. Let G be a completely reducible nilpotent linear group.

(i) ([22, Lem. 4.8].) If N / G is torsion-free, then N 6 Z(G).

(ii) If G is torsion-free, then it is abelian.

Proof. For (i), let g ∈ G be arbitrary, π be the projection G→ G/N , and A = 〈N, g〉.
Lemma 2.5 shows that g centralises N . Clearly, (ii) follows from (i). �

The following is well-known.

2.7 Proposition ([77, Cor. 1.10]). Let G be a nilpotent group. Then the elements of
finite order in G form a locally finite subgroup T(G) of G. If G is finitely generated,
then T(G) is finite.

We call T(G) the torsion subgroup of G.

2.8 Lemma. Let G be a group, 1 = Z0 6 Z1 = Z(G) 6 · · · be the upper central
series of G, and i > 1.

(i) ([68, 5.2.19]) If Z(G) is torsion-free, then so is Zi/Zi−1.

(ii) ([42, Satz III.2.13]) If Z(G) has exponent dividing e, then so does Zi/Zi−1.

2.9 Corollary. A nilpotent group is torsion-free if and only if its centre is. �

Recall that K is formally real if it admits an ordering compatible with the field
operations. Equivalently, K is formally real if and only if −1 is not a sum of squares
in K; we refer to [14, §8.8] for details on formally real fields.
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2. Completely reducible nilpotent linear groups

2.10 Proposition. Let K be formally real and let G 6 GL(V ) be an irreducible
nilpotent linear group of odd degree. Then G is abelian and T(G) 6 〈−1〉.

Proof. Let T = T(Z(G)). Since G is irreducible, K[G] is simple. Hence, F = K[T ] ⊂
Z(K[G]) is a field. Since |F : K| is finite, there exists a finitely generated (hence
cyclic) subgroup T0 6 T with F = K[T0]. We may naturally regard V as an F -vector
space. As |V : K| = |V : F ||F : K|, we see that |F : K| is odd. By [14, Lem. 8.8.6],
F is then formally real. On the other hand, F = K[T0] is a cyclotomic extension of
K. Since Q is the only formally real cyclotomic field, F = K and T 6 〈−1〉.

Choose any ordering of K. By replacing G with 〈G,−1〉, we may assume that
−1 ∈ G. Since |V : K| is odd, we then have G = G+ × 〈−1〉, where G+ = {g ∈
G | det(g) > 0}. Note that K[G] = K[G+], so G+ is irreducible. By applying what
we have just proved to G+ instead of G, we see that Z(G+) is torsion-free. Hence,
G+ itself is torsion-free (Corollary 2.9) and therefore abelian (Corollary 2.6(ii)). It
follows that G is abelian and T(G) = T(G+)× 〈−1〉 = 〈−1〉. �

2.5. Sylow subgroups of the general linear group over Q

We recall known results on the Sylow p-subgroups of GLd(Q). In later chapters, we
will use these groups as a source of examples for testing our algorithms.

Let G be any group and p be a prime. Then a Sylow p-subgroup of G is a
maximal p-subgroup of G. By Zorn’s lemma, every p-subgroup of G is contained in
a Sylow p-subgroup.

Let Wp,1 = Cp 6 GLp−1(Q) be generated by the companion matrix
0 1

. . .
. . .

0 1
−1 · · · −1 −1


of the pth cyclotomic polynomial. Let Wp,k+1 = Wp,k oCp 6 GL(p−1)pk(Q).

2.11 Proposition.

(i) Wp,k 6 GL(p−1)pk−1(Q) is irreducible for all p.

(ii) W2,k 6 GL2k−1(Q) is absolutely irreducible.

Proof. We have Wp,k = Cp oP where P is the (transitive) Sylow p-subgroup of he
symmetric group on pk−1 letters (cf. [68, 1.6.19]). Now apply [85, Lem. 15.4]. �

2.12 Theorem ([49, §4.5]).

(i) The Sylow p-subgroups of GLd(Q) are finite and pairwise conjugate.

(ii) Let d = a0+(p−1)(a1+a2p+· · ·+akpk−1) where 0 6 a0 < p−1 and 0 6 ai < p
for 1 6 i 6 k. Then the image of the natural embedding of

∏k
i=1 W×ai

p,i into
GLd(Q) is a Sylow p-subgroup of GLd(Q).
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2.6. Bounds for the nilpotency class I: number fields

2.6. Bounds for the nilpotency class I: number fields

We write class(G) for the nilpotency class of a nilpotent group G.

2.13 Theorem ([88]).

(i) Let G 6 GLd(Z) be nilpotent. If d is not a power of 2, then class(G) 6 d− 1;
otherwise, class(G) 6 d. Moreover, the respective bound is attained for each d.

(ii) Let G 6 GLd(Q) be nilpotent. Then class(G) 6 3d/2.

A precise bound for the class of a nilpotent subgroup of GLd(Q) can also be found
in [88]. For our purposes, it suffices to notice that the nilpotency class of a nilpotent
linear group over Q is bounded by a linear function of the degree. By restriction of
scalars, this extends to number fields as follows.

2.14 Corollary. Let K be a number field. Then a nilpotent subgroup of GLd(K)
has nilpotency class at most 3d|K : Q|/2. �
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3. Congruence homomorphisms

In this chapter, we introduce the classical notion of a congruence homomorphism.
We describe how for finitely generated matrix groups over number fields and rational
function fields in characteristic zero, congruence homomorphisms with torsion-free
kernels can be obtained; cf. [22, §3]. We then study the effects of the previously con-
structed congruence homomorphisms on reducibility of a matrix group. Finally, we
describe how congruence homomorphisms can be used to simplify the computation
of minimal polynomials over rational function fields; we make use of this technique
in our Magma package finn, to be described in §11.4.

Throughout this chapter, we assume that K is a field of characteristic zero.

3.1. Fundamentals on congruence homomorphisms

Basic definitions. Let R
π−→ S be a homomorphism of commutative rings. We

obtain an induced group homomorphism GLd(R)
πd−→ GLd(S). Let CLd(π) be the

kernel of πd. For G 6 GLd(R), we call Gπ = G ∩ CLd(π) the π-congruence
subgroup of G. By abuse of notation, we denote the restriction of πd to G, which
we call the π-congruence homomorphism of G, simply by π. The π-congruence
image of G is Gπ.

For the purposes of this thesis, the most important instance of a congruence
homomorphism is the case that π is the projection R → R/a for some ideal a
of R. In this case, we also speak of a-congruence homomorphisms, a-congruence
subgroups, etc. and write CLd(R, a) for the a-congruence subgroup of GLd(R).

Torsion-free congruence subgroups. We are only interested in congruence homo-
morphisms with torsion-free kernels. Hence, for finite groups, these will be isomor-
phisms. Even for infinite nilpotent matrix groups, such congruence homomorphisms
are related to group-theoretic properties, as has already been indicated in §2.4.

We will obtain torsion-free congruence subgroups using the following fundamental
result. The special case R = Z was originally proved by Minkowski [57, §1].

3.1 Lemma (Suprunenko; [85, Thm 12.3]). Let R be a UFD of characteristic zero.
Let p ∈ R be a prime element such that p2 - q for all rational primes q and p - 2.
Then CLd(R, pR) is torsion-free.

Computing with congruence homomorphisms. Let the matrix groupG 6 GLd(K)
be given by a finite generating set S as a monoid. Note that if the finite set T
generates G as a group, then we may always take S = T ∪ T−1. Let E be the set
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3. Congruence homomorphisms

of all non-zero matrix entries in S. Then Z[E], the subring of K generated by E, is
the smallest subring S of K such that G 6 GLd(S).

Our main goal in this chapter is as follows: find a ring R with Z[E] ⊂ R ⊂ K and
an epimorphism R

π−→ F onto a field F such that

(i) F is “nicer” (i.e. more amenable to computations) than K,

(ii) CLd(π) is torsion-free, and

(iii) we may easily compute the restriction of π to Z[E].

An important example of a “nicer” ring in (i) would be a finite field; in practice,
arithmetic over finite fields is considerably faster than over infinite fields.

Instead of working directly with Z[E], we introduce the larger ring R ⊃ Z[E]
for theoretical reasons. For instance, Z[E] might not be a UFD, so that we cannot
directly apply Lemma 3.1. Note that the group G, or more precisely, the given
generating set of G, is only used to obtain the set E.

We will achieve the goals in (i)–(iii) for two major cases of K, namely number fields
and rational function fields. Solutions for these two cases have already been obtained
in [22, §3]. In the case of rational function fields (Section 3.4), the method we
describe here coincides with that given in [22, Ex. 3.6]. However, we systematically
use a different theoretical justification (namely, localisation at prime ideals).

3.2. Localisation

We now quickly describe the special case of localisation which we will require; see
e.g. [56, §4] for background.

Let R be an integral domain with field of fractions F . For a prime ideal p of R,
define the localisation Rp of R at p by Rp = {a/b : a ∈ R, b ∈ R \ p} ⊂ F . Then
Rp is a subring of F and elements of R outside of p are units of Rp.

The ring Rp can be characterised by the following universal property: for any ring

homomorphism R
φ−→ S such that aφ is a unit of S for all a ∈ R \ p, there exists a

unique ring homomorphism Rp
φ̂−→ S such that

R
� � //

φ !!BBBBBBBB Rp

φ̂
��
S

commutes. Explicitly, φ̂ is given by (a/b)φ̂ = (aφ)/(bφ) for a ∈ R and b ∈ R \ p.

The localisation Rp is a local ring, meaning that it contains a unique maximal
ideal, namely pRp (the ideal of Rp generated by p). Hence, R×p = Rp \ pRp. The

natural map R/p
ι−→ Rp/pRp is injective. We may thus naturally regard Rp/pRp as

the field of fraction of R/p.
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3.3. Congruence homomorphisms for number fields

Suppose that p is a maximal ideal of R. Then ι is an isomorphism and we thus

obtain a natural epimorphism Rp
ψ−→ R/p with kernel pRp. This map is the extension

of the projection R
π−→ R/p to Rp as constructed above. More generally, by a

reduction modulo p on Rp we mean a ring epimorphism Rp → F with kernel
pRp. Such a map always restricts to an epimorphism R→ F with kernel p.

3.3. Congruence homomorphisms for number fields

Throughout this section, let K be a number field and R be its ring of integers. We
refer to [13, Ch. 3–4] and [59, Ch. I–II] for background.

Torsion-free congruence subgroups

3.2 Proposition. Let p be an odd rational prime which is unramified in K. Let
p /R be a prime ideal with p | p and let Rp

π−→ R/p be the natural map. Then CLd(π)
is torsion-free.

Proof. It is known that Rp is the valuation ring of K with respect to the p-adic
valuation; see [14, p. 369]. In particular, Rp is a UFD. As p is unramified in K, we
have pRp = pRp. Using the natural isomorphism R/p ∼= Rp/pRp, the claim now
follows from Lemma 3.1; note that rational primes other than p are units in Rp. �

3.3 Remarks.

(i) It is well-known that the finitely many rational primes which ramify in K are
precisely those dividing the discriminant disc(K/Q); see [13, Prop. 3.3.23].

(ii) Using a very different approach, Proposition 3.2 can also be obtained as a
corollary to [26, Lem. 9].

(iii) Proposition 3.2 is not generally true for arbitrary rational primes p:

(a) −1 ∈ CL1(Z, 2) is a torsion element; here p = 2.

(b) Let K = Q(ζ3), where ζ3 is a primitive third root of unity. Let R be
the ring of integers of K. Then 3R = p2 for a prime ideal p and ζ3 ∈
CL1(R, p); here p = 3 ramifies.

Computing with congruence homomorphisms

Setup. Throughout, we assume that E ⊂ K× is a fixed finite set, as e.g. obtained
from a matrix group as in §3.1. For almost all prime ideals p of R, we then have
E ⊂ Rp. We assume that K is given as a simple extension of Q, say K = Q(θ), where
θ is integral. Let f ∈ Z[X] be the minimal polynomial of θ and N = degree(f).

We will now describe how, for suitably chosen p, we obtain a reduction Rp
π−→ F

modulo p that allows us to easily compute aπ for a ∈ E and such that the induced
congruence homomorphism has torsion-free kernel. The following is well-known.
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3. Congruence homomorphisms

3.4 Proposition (Cf. [59, Satz I.8.3]). Let p be a rational prime which does not
divide |R : Z[θ]|. Denote by · the natural map Z[X] → Fp[X]. Let f1, . . . , fr ∈
Z[X] be monic polynomials such that f̄ = f̄e11 · · · f̄err is the factorisation of f̄ into
irreducibles. Define pi = pR+ fi(θ)R (1 6 i 6 r).

(i) p1, . . . , pr are distinct prime ideals of R and pR = pe11 · · · perr .

(ii) X 7→ θ induces an isomorphism Fp[X]/(f̄i)→ R/pi.

(iii) The embedding Z[θ] ↪→ R induces an isomorphism Z[θ]/(Z[θ] ∩ pi)→ R/pi.

Proof. See the proof of [59, Satz I.8.3] for (i) and (ii). Clearly, the inclusion Z[θ] ↪→ R
induces an isomorphism Z[θ]/(Z[θ]∩ pi)→ (Z[θ] + pi)/pi. Now |R : pi| is a power of
p, while p does not divide |R : Z[θ]|. Hence, Z[θ] + pi = R and (iii) follows. �

Rationalities. Each non-zero a ∈ K has a unique representation

a =
(
a0 + a1θ + · · ·+ aN−1θ

N−1
)
/ den(a),

where a0, . . . , aN−1,den(a) ∈ Z, the denominator den(a) of a is positive, and
gcd
(
a0, . . . , aN−1, den(a)

)
= 1. Write num(a) = aden(a) for the numerator of a.

Note that, in general, all of these numbers depend on the choice of θ and that these
definitions remain valid if θ is non-integral.

Choosing a good prime. Let p be an odd rational prime and suppose that p does
not divide

(i) the discriminant disc(K/Q),

(ii) the index |R : Z[θ]|, or

(iii) any denominator den(a) for a ∈ E.

We note that by [12, Prop. 4.4.4(2)], the discriminant of f satisfies

disc(f) = disc(K/Q) · |R : Z[θ]|2

so (i)–(ii) can be equivalently stated by requiring that p does not divide disc(f).

Computing reduction modulo p. Having chosen p as just explained, we now use
the notation from Proposition 3.4. Since p is unramified inK, we have pR = p1 · · · pr.
Let p = pi for some i. Let F be a field of size pk, where k = degree(f̄i), and let
x ∈ F be a root of f̄i; of course, F ∼= Fp[X]/(f̄i).

From Proposition 3.4, we obtain an epimorphism R
π−→ F with kernel p such that

the restriction of π to Z[θ] acts via(
N−1∑
i=0

ciθ
i

)
π =

N−1∑
i=0

(ci mod p)xi
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3.4. Congruence homomorphisms for rational function fields

where c0, . . . , cN−1 ∈ Z.

Let Rp
π̂−→ F be the extension of π to Rp as in §3.2. It follows from Proposition 3.2

that CLd(π̂) is torsion-free. Let a ∈ E. Then aπ̂ = (num(a)π)/(den(a) mod p),
where num(a)π can be computed as just explained since num(a) ∈ Z[θ].

3.4. Congruence homomorphisms for rational function fields

In this section, K is an arbitrary field of characteristic zero. A rational function
field over K is a finitely generated purely transcendental extension of K with an
explicitly given transcendence basis. Throughout, let Xr = (X1, . . . , Xr), where the
Xi are algebraically independent over K.

Torsion-free congruence subgroups

Let α ∈ Kr. The kernel m(α) of K[Xr] → K, f 7→ f(α) is the ideal generated by
{X1 − α1, . . . , Xr − αr}; cf. [65, p. 12]. Let

K[α] = K[Xr]m(α) = {f/g : f, g ∈ K[Xr], g(α) 6= 0}.

By extension, we obtain an epimorphism K[α]
evα−−→ K called evaluation (at α).

Note that we may recover α from K[α] ⊂ K(Xr). We will use the notation b(α) for
the image of b ∈ K[α] under evα.

3.5 Proposition (Cf. [23, §2]). Let K be any field of characteristic zero and α ∈ Kr

be arbitrary. Then CLd(evα) is torsion-free.

Our proof of Proposition 3.5 below relies on the following technical lemma which
we will use again in §3.5.

3.6 Lemma. Let E be a class of homomorphisms of commutative rings which sat-
isfies the following conditions.

(E1) (K[α]
evα−−→ K) ∈ E for all fields K of characteristic zero and all scalars α ∈ K.

(E2) Let (R1
λ−→ R2) ∈ E, where Ri is an integral domain with field of fractions Fi.

Suppose that R′i is a subring of Ri which generates Fi as a field and that

R′1
� � //

λ′

��

R1

λ

��
R′2

� � // R2

commutes. Then λ′ ∈ E.

(E3) If (R1
λ−→ R2) ∈ E and (R2

µ−→ R3) ∈ E, then λµ ∈ E.

Then (K[α]
evα−−→ K) ∈ E for all fields K of characteristic zero, r > 1, and α ∈ Kr.
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3. Congruence homomorphisms

Proof. We proceed by induction on r, the case r = 1 being covered by (E1). Let K
and α ∈ Kr for r > 1 be given. Define α′ = (α1, . . . , αr−1) and F = K(Xr−1). We
obtain a commutative diagram

K[α]
evα //

λ ##HHHH

��

K

K[α′]

evα′

=={{{{{

��

F[αr]

evαr $$IIIII

F

where λ is induced by K[Xr]→ K[Xr−1], f 7→ f(X1, . . . , Xr−1, αr) and the vertical
maps are inclusions. By induction, evα′ , evαr ∈ E. Property (E2) yields λ ∈ E,
whence (E3) shows that evα ∈ E. �

Proof of Proposition 3.5. Let E be the class of homomorphisms R
λ−→ S of com-

mutative rings such that CLd(λ) is torsion-free. Clearly, conditions (E2)–(E3) in
Lemma 3.6 are satisfied. It thus only remains to consider (E1). Let K be arbitrary
of characteristic zero and α ∈ K. Since K[X] is a UFD, so is K[α] [14, Thm 10.3.7].
The maximal ideal of K[α] is generated by X − α. As every rational prime is a unit

of K[α], we conclude from Lemma 3.1 that CLd(K[α]
evα−−→ K) is torsion-free. �

Computing with congruence homomorphisms

We now consider how computations with congruence homomorphisms for rational
function fields can be performed in practice. Let F = K(Xr) and let E ⊂ F× be
finite. Suppose that we have found α ∈ Kr such that E ⊂ K[α]. We then say that
α is admissible for E; cf. [23, §2]. Clearly, e(α) can then be readily computed for
any e ∈ E. We may thus effectively compute the restriction of evα to Z[E] and
hence the induced congruence homomorphism GLd(Z[E]) → GLd(K) whose kernel
is torsion-free by Proposition 3.5.

It remains to find an admissible α. We first argue why such a point exists. Let
E = {e1, . . . , en}. Write ei = gi/hi for non-zero gi, hi ∈ K[Xr] with gcd(gi, hi) = 1.
Define f to be the product of the distinct irreducible factors of the hi. Clearly, α
is admissible for E if and only if f(α) 6= 0. If f is scalar, then each α ∈ Kr is
admissible for E, so let f be non-scalar. Elementary considerations (cf. [28, p. 32])
show that infinitely many α ∈ Kr are admissible for E. On the other hand, if r > 1,
then there will in general also be infinitely many non-admissible points in Kr.

Geometrically speaking, the algebraic set V(f) = {ω ∈ Kr : f(ω) = 0} is a thin
subset of Kr in the sense of Serre [80, §3]. In practice, points of V(f) are rarely
encountered and we thus quickly obtain an admissible α by random choice.
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3.5. Preservation of reducibility under congruence homomorphisms

3.5. Preservation of reducibility under congruence
homomorphisms

In this section, we prove the following; the case K = Q in (i) is well-known [37, §3].

3.7 Proposition.

(i) Let K be a number field, R be its ring of integers, p 6= 0 be a prime ideal of
R, and Rp

π−→ R/p be the natural map. If G 6 GLd(Rp) is reducible over K,
then Gπ is reducible over R/p.

(ii) Let K be any field of characteristic zero and let α ∈ Kr. If G 6 GLd(K[α]) is
reducible over K(Xr), then G(α) is reducible over K.

3.8 Remark. The converse statements of Proposition 3.7 are false, i.e. reducibility
of a congruence image does not imply reducibility of the original group:

(i) The companion matrix of the 12th cyclotomic polynomial φ12 generates an
irreducible subgroup of GL4(Q) but φ12 splits over all finite fields [84, p. 219].

(ii) Let G =
〈[

0 1
1 X

]〉
6 GL2(Q(X)). Then G is irreducible and G 6 GL2(Q[0]).

However, G(0) =
〈[

0 1
1 0

]〉
6 GL2(Q) is reducible.

We will prove Proposition 3.7 by reducing to the case of PIDs.

The Smith normal form. We refer to [10, §15] for details of the following. Let R
be a PID and a be an m × n matrix over R. Let r 6 min(m,n) be the rank of a.
Then there exist s ∈ GLm(R), t ∈ GLn(R) and a sequence a1, . . . , ar of non-zero
elements of R such that

(i) ai | ai+1 for 1 6 i < r, and

(ii) we have

sat =

[
diag(a1, . . . , ar) .

. .

]
,

where the zero blocks have the appropriate sizes.

Furthermore, up to multiplication by units of R, the elements a1, . . . , ar are
unique. The matrix sat is the Smith normal form of a.

Preservation of reducibility for PIDs. If G 6 GL(M), where M is a left module
over a commutative ring R, then we may define R[G] to be the R-subalgebra of
End(M) generated by G; this extends the definition of the enveloping algebra of a
linear group from §1.3. The following is a trivial generalisation of [85, Lem. 22.3]
using the same proof.
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3. Congruence homomorphisms

3.9 Lemma. Let R be a PID, V be a free left R-module of finite rank, and G 6
GL(V ). Suppose that M 6 V is an R[G]-submodule. Then there exists an R[G]-
submodule M 6M ′ 6 V of the same rank as M such that M ′ is a direct summand
of V as an R-module.

Proof. By taking the Smith normal form of a matrix for the inclusion M ↪→ V ,
we obtain a basis (x1, . . . , xd) of V and non-zero a1, . . . , ae ∈ R (e 6 d) such that
(a1x1, . . . , aexe) is a basis of M . Define M ′ = 〈x1, . . . , xe〉R. It only remains to show
that M ′ is G-invariant. If g ∈ G, then xig =

∑d
j=1 rjxj and (aixi)g =

∑e
j=1 sjxj

(rj , sj ∈ R). Since (aixi)g = ai(xig), we obtain airj = 0 (hence rj = 0) for j > e.
Therefore, xig ∈M ′. �

3.10 Proposition. Let R be a PID, p be a prime ideal of R, and R
π−→ R/p be the

natural map. If G 6 GLd(R) is reducible over the field of fractions of R, then Gπ is
reducible over the field of fractions of R/p.

Proof. Let K be the field of fractions of R and 0 < U < Kd be a K[G]-submodule.
By scaling the elements of a K-basis of U accordingly, we see that M = U ∩ Rd
is an R[G]-submodule of Rd of rank |U : K|. Lemma 3.9 gives us an R-module
decomposition Rd = M ′ ⊕ N where M ′ > M is an R[G]-submodule of Rd of rank
|U : K|. We may thus find x ∈ GLd(R) such that Gx =

[ ∗ .
∗ ∗
]

where both diagonal
blocks have degree > 0. Evidently, (Gx)π = (Gπ)xπ is reducible. �

Proof of Proposition 3.7.

(i) This follows from Proposition 3.10 since Rp is a PID.

(ii) For r = 1, the claim follows from Proposition 3.10, since K[α], being a locali-
sation of the PID K[X], is itself a PID; cf. [56, Thm 4.1]. Now define a class

E of ring homomorphisms as follows. Let R1
λ−→ R2 be any homomorphism

between integral domains. Let Fi be the field of fractions of Ri. Then λ ∈ E

if and only if Gλ is reducible over F2 for every group G 6 GLd(R1) which is
reducible over F1. Clearly, conditions (E2)–(E3) in Lemma 3.6 are satisfied
and we have just proved that (E1) holds too. �

3.6. Some facts on rational function fields

We collect some known results on rational function fields. Let K be an arbitrary
field and let X = (X1, . . . , Xr) be algebraically independent over K. Everything in
this section is to be understood to take place within some fixed algebraically closed
extension Ω/K.

3.11 Proposition. Let F/K be algebraic.

(i) X is algebraically independent over F .

(ii) F and K(X) are linearly disjoint.
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3.7. Minimal polynomials and evaluation

(iii) |F : K| = |F (X) : K(X)|.

Proof.

(i) See [71, Thm 3.3.4].

(ii) This follows from (i) and [48, Prop. VIII.3.3].

(iii) Write L = K(X). Clearly, FL = F (X). Let (fi)i∈I be a K-basis of F . By
(ii), (fi)i∈I remains linearly independent over L. Since F/K is algebraic, FL
is the L-span of F (see [71, p. 118]). Hence, FL is the L-span of (fi)i∈I which
is therefore an L-basis of FL. �

3.12 Corollary. Let f be an irreducible polynomial over K. Then f remains irre-
ducible over K(X).

Proof. Let α ∈ Ω be a root of f and define F = K(α). Then F (X) = K(X)(α) and
|F (X) : K(X)| = degree(f) shows that f remains irreducible over K(X). �

3.7. Minimal polynomials and evaluation

Let K have characteristic zero, X = (X1, . . . , Xr) be algebraically independent over
K, and α ∈ Kr.

3.13 Lemma. Let x ∈ Md(K(X)) and suppose that f(x) = 0 for some non-zero
f ∈ K[T ]. Then mpolK(X)(x) = mpolK(x).

Proof. We may assume that f is monic. Let f = f1 · · · fn be the factorisation
into monic irreducibles over K. By Corollary 3.12, the fi remain irreducible over
K(X). Since g = mpolK(X)(x) divides f (in K(X)[T ]) and since we have unique
factorisation, we see that g is a product of some of the fi. Hence, g has coefficients
in K whence g = mpolK(x). �

It is known that a finite subgroup of GLd(K(X)) is isomorphic to a subgroup of
GLd(K) [85, Cor. 12.4]. We can make the following stronger statement.

3.14 Proposition (Cf. [69, Lem. 2.2], [70]). Let G 6 GLd(K[α]) be finite. Then
there exists t ∈ GLd(K(X)) such that g(α) = t−1gt for all g ∈ G.

Proof. Let g ∈ G and f = mpolK(X)(g) ∈ K(X)[T ]. Since g has finite order,
n say, f divides Tn − 1. Lemma 3.13 shows that f has coefficients in K. Let
f = f1 · · · fr be the factorisation into monic irreducibles over K (hence over K(X),
by Corollary 3.12). Then the characteristic polynomial h of g over K(X) is of the
form h = ±fe11 · · · ferr (see [48, Cor. XIV.3.6]). Hence, h has coefficients in K and
therefore trace(g) ∈ K.

Now for any x ∈ Md(K[α]), we have trace(x(α)) = (tracex)(α). Thus, trace(g) =
(trace(g))(α) = trace(g(α)). By a well-known result from representation theory
[68, 8.3.7], it follows that G → GLd(K(X)), g 7→ g(α) is equivalent to the natural
representation G ↪→ GLd(K(X)) which proves the claim. �
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3. Congruence homomorphisms

3.15 Remark. This gives another (and very quick) proof of Proposition 3.5.

3.16 Corollary. Let G 6 GLd(K[α]) be a finite group and let x ∈ K[G]. Then we
have mpolK(X)(x) = mpolK(x(α)).

Proof. Let t be as in Proposition 3.14. Then x(α) = t−1xt is similar to x over K(X).
The result now follows from Lemma 3.13. �

In the next chapter, we will describe a method for computing the homogeneous
decomposition for a finite abelian linear group (Algorithm 4.3). Our method will rely
on the computation and factorisation of the minimal polynomial of group elements
and their differences (as linear maps). For a base field of the formK(X), we may thus
perform these computations over K instead of K(X); this contributes noticeably to
the practical performance of our algorithm.

3.8. Bounds for the nilpotency class II: rational function
fields

The following illustrates the use of results from Chapters 2–3; it can be regarded as
a slight generalisation of [22, Lem. 4.13] in characteristic zero. As above, we write
X = (X1, . . . , Xr).

3.17 Proposition. Let K be a field of characteristic zero. Suppose that nilpotent
subgroups of GLd(K) have nilpotency class at most C(d). Then nilpotent subgroups
of GLd (K(X)) have nilpotency class at most C(d) + 1.

Proof. Let G 6 GLd(K(X)) be nilpotent. By Proposition 2.2, G 6 Gu ×Gs, where
both factors are nilpotent of class at most class(G). It thus suffices to establish the
given bound for the nilpotency class of Gu and Gs, respectively.

Now Gu is conjugate to a subgroup of UTd(K(X)). Since UTd(F ) has class d− 1
for any field F (cf. [68, p. 127]), we obtain class(Gu) 6 d− 1 6 C(d).

Let c = class(Gs). Choose a finitely generated subgroup H 6 Gs with class(H) =
c; we may e.g. take H = 〈x1, . . . , xc〉, where xi ∈ Gs with [x1, . . . , xc] 6= 1. As
explained in §3.4, since H is finitely generated, there exists α ∈ Kr with H 6
GLd(K[α]). We then have class(H(α)) 6 C(d). By Proposition 3.5, the congruence
subgroup CLd(evα) is torsion-free. Since H consists entirely of semisimple elements,
it is completely reducible by Lemma 2.3. Corollary 2.6(i) now yields H∩CLd(evα) 6
Z(H) and thus c 6 C(d) + 1. �

By combining this with Corollary 2.14, we see that the nilpotency class of a
nilpotent linear group over a rational function field over a number field is bounded
by a linear function of the degree; cf. [22, Ex. 4.14].
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4. Computing with abelian normal
subgroups

In this chapter, let K be a field of characteristic zero such that we can algorithmi-
cally factorise polynomials over K into irreducibles. This assumption is satisfied for
algebraic number fields and for rational function fields over these [86].

In §4.1, we consider the problem of constructing the homogeneous decomposition
of a completely reducible abelian linear group over K. We recall a known Las Vegas
algorithm1 for this purpose and describe a second algorithm which is specific to
finite abelian linear groups.

The rest of this chapter is then devoted to the following computational problem.
Suppose that a completely reducible, non-abelian, nilpotent group G 6 GL(V ) is
given by finitely many generators. In the case that K is a number field or a rational
function field over a number field, we describe how we may perform one of the
following tasks:

(A1) Construct an inhomogeneous abelian normal subgroup of G.

(A2) Construct a homogeneous maximal abelian normal subgroup of G.

In the case of number fields, we will see in the next chapter that either outcome
allows us to proceed further with deciding irreducibility of G. For finite nilpotent
linear groups, we will later improve and extend the methods developed here in
Part II.

4.1. Computing the homogeneous decomposition

Recall from §2.3 that we can test complete reducibility of abelian linear groups
over K. In this section, we consider the problem of constructing the homogeneous
decomposition of the natural module of a completely reducible abelian linear group
over K. The first method we present is an already known Las Vegas algorithm. The
second approach we describe is specifically designed for finite abelian linear groups
(and cannot be successfully applied to infinite groups). It has the advantage of a
potentially smaller memory footprint and it also often performed better during our
experiments. This section is an expanded version of [74, §5.2].

1 Recall [5, §2.3] that a Las Vegas algorithm either returns a correct answer or it fails — the
probability of failure being bounded by a constant.
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4. Computing with abelian normal subgroups

4.1.1. A single endomorphism

We begin with a well-known ingredient used in both methods. Let φ be an endo-
morphism of V . As we remarked in §2.1, V is a completely reducible K[φ]-module if
and only if the minimal polynomial f of φ is square-free. Supposing that this is the
case, let f = f1 · · · fr be the factorisation into irreducibles. The following description
of the homogeneous components of V as a K[φ]-module is well-known; cf. [4, §5.2].
By basic linear algebra, we have V = U1 ⊕ · · · ⊕ Ur, where Ui = Ker(fi(φ)) 6= 0 for
1 6 i 6 r. The algebra K[φ] naturally acts as the field K[X]/(fi) on Ui, whence Ui is
a homogeneous K[φ]-module. If 0 6= x ∈ Ui, then the minimal polynomial of φ acting
on x ·K[φ] is fi. Hence, if Ui and Uj have isomorphic irreducible K[φ]-submodules,
then i = j. We conclude that U1, . . . , Ur are the homogeneous components of V as
a K[φ]-module.

4.1.2. The general case

The following is a refined version of a result which is due to Dixon [26, Lem. 5];
Dixon’s original result has already been used in [4, §5.2].

4.1 Lemma. Let A be a commutative semisimple subalgebra of End(V ) with basis
(a1, . . . , as). Let c > 2 be an integer and let E be a finite subset of K with |E| >
cs(s−1). Then with probability at least 1−1/c, a random element a = e1a1+· · ·+esas
satisfies A = K[a], where the ei are chosen independently and uniformly from E.

Proof. This follows from [27, Lem. 2.1 & 3.1]. �

If K[G] = K[x], then we may find the homogeneous decomposition of V as a
K[G]-module using §4.1.1. Clearly, for any x ∈ K[G], we have K[G] = K[x] if and
only if degree(f) = |K[G] : K|, where f is the minimal polynomial of x. A basis of
K[G] can be computed using a standard “spinning-type” algorithm (cf. [4, §5.1]).
This yields a Las Vegas algorithm for computing the homogeneous decomposition
of V as a K[G]-module as in [2, §6.5.1].

4.2 Remark. In our pseudo-code, lists are designated using square brackets.

Algorithm 4.1 HomogeneousDecompositionAbelian(G) (general case)

Input: a completely reducible abelian group G = 〈g1, . . . , gn〉 6 GL(V ), K perfect and infinite
Output: the homogeneous components of V as a K[G]-module

1: repeat
2: let x ∈ K[G] be a “random” element as in Lemma 4.1
3: let f ∈ K[X] be the minimal polynomial of x
4: until degree(f) = |K[G] : K|
5: let f = f1 · · · fr be the factorisation into irreducibles
6: return [Ker(f1(x)), . . . ,Ker(fr(x))]

We note that a deterministic algorithm for computing the Wedderburn decom-
position of a semisimple commutative algebra is given in [32, §7]. This yields yet
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4.1. Computing the homogeneous decomposition

another method for computing the homogeneous decomposition of a completely re-
ducible abelian linear group (see Proposition 1.5).

4.1.3. Finite abelian groups

In §4.1.2, to compute a basis of K[G] using a “spinning-type” algorithm, O(|V : K|3)
field elements have to be stored. Since this can become infeasible in large dimensions,
we now propose a different method for finding the homogeneous decomposition if G
is finite abelian. This method, given in Algorithm 4.3, needs to store O(n · |V : K|2)
field elements, where n is the number of defining generators of G.

We will often use the following simple function for constructing an element of
order exp(G) in a finite abelian group G.

Algorithm 4.2 ExponentElement(G)

Input: a finite abelian group G = 〈g1, . . . , gn〉
Output: an element g ∈ G with ord (g) = exp(G)

1: M ← lcm(ord (g1), . . . , ord (gn)), say M =
∏
p∈S p

α(p) for a set of primes S and α(p) > 0

2: for p ∈ S do find i(p) ∈ {1, . . . , n} with pα(p) | ord (gi(p))

3: return
∏
p∈S g

ord (gi(p))/p
α(p)

i(p)

Algorithm 4.3 HomogeneousDecompositionAbelian(G) (finite case)

Input: a completely reducible finite abelian G = 〈g1, . . . , gn〉 6 GL(V )
Output: the homogeneous components of V as a K[G]-module

1: quasi ← [V ], homg ← [ ]
2: while quasi is non-empty do
3: pick and remove U from quasi
4: let G

%−→ GL(U) be the action on U and write H = G%

5: a← ExponentElement(H)
6: let U1, . . . , Ur be the homogeneous components of U as a K[a]-module
7: if H = 〈a〉 then
8: append U1, . . . , Ur to homg
9: else if r > 1 then

10: append U1, . . . , Ur to quasi
11: else
12: find b = g%j ∈ H such that b 6∈ 〈a〉
13: find i such that U is an inhomogeneous R-module, where R = K[b− ai]
14: append the homogeneous components of U as an R-module to quasi

15: return homg

4.3 Proposition. Given a completely reducible finite abelian input group G, Algo-
rithm 4.3 terminates and returns the homogeneous decomposition of V as a K[G]-
module.

Proof. We first argue that the steps performed are even valid. Let U 6 V be
a K[G]-submodule and x ∈ K[G]. Then K[x] is semisimple and hence all K[x]-
modules are completely reducible. By commutativity of K[G] and Corollary 1.6,
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4. Computing with abelian normal subgroups

the homogeneous components of U as a K[x]-module are K[G]-submodules. Hence,
at all times during the execution of Algorithm 4.3, each element of quasi ∪homg is a
K[G]-submodule of V and it makes sense to speak of the homogeneous components
of U as a module over K[a] or K[b− ai] in lines 6 and 14, respectively.

In line 13, a suitable i exists for the following reason: let e = exp(H) = ord (a).
We have r = 1 so that K[a] is a field. The element a is a primitive eth root
of unity whence Xe − 1 =

∏e−1
i=0 (X − ai) in (K[a]) [X]. Since a and b commute,

the evaluation map η : (K[a]) [X] → K[a, b], f 7→ f(b) is a homomorphism. As
0 = be − 1 = (Xe − 1)η =

∏e−1
i=0 (X − ai)η =

∏e−1
i=0 (b − ai), we conclude that

c = b − ai 6= 0 is singular for some i. Hence, K[c] is not a field so that U is an
inhomogeneous K[c]-module.

Consider the following statements.

(i) V =
⊕

(quasi ∪ homg) (the union being disjoint) as K[G]-modules.

(ii) G acts homogeneously on all elements of homg .

(iii) For distinct elements U1, U2 ∈ quasi ∪ homg , there exists g ∈ K[G] such
that U1 and U2 are homogeneous non-trivial K[g]-modules, but the irreducible
K[g]-submodules of U1 and U2 are not isomorphic.

All of these statements are initially true and they also remain true after every ex-
ecution of the body of the while loop. Note that each iteration of the while loop
either decreases |

⊕
quasi : K| or it increases |quasi |. Since every element of quasi is

non-zero, |quasi | 6 |
⊕

quasi : K|. It follows that after O(|V : K|2) iterations, quasi
will be empty so that Algorithm 4.3 terminates.

At termination, quasi is empty so that (i) gives V =
⊕

quasi . By (ii), each
element U ∈ homg is contained in a homogeneous component, Ũ say, of V as a
K[G]-module. Now V/U ∼=K[G]

⊕
(homg\{U}). If Ũ were distinct from U , then

Ũ/U would contain an irreducible submodule M . By the Jordan-Hölder theorem,
M would then be isomorphic to a K[G]-composition factor of some W ∈ homg\{U},
contradicting (iii). Hence, U = Ũ . �

4.1.4. Irreducibility testing of abelian linear groups

Let G 6 GL(V ) be an abelian group, given by finitely many generators. We now
summarise how irreducibility of G can be tested. Using §2.3, we may assume that
G is completely reducible. We then construct the homogeneous decomposition of
V = U1 ⊕ · · · ⊕ Ur as a K[G]-module. If r > 1, then G is evidently reducible, so let
r = 1. Then K[G] is a field and hence V is a right K[G]-vector space. We see that
G is reducible if and only if x ·K[G] < V for an arbitrary non-zero x ∈ V .

4.1.5. Polynomial factorisation vs irreducibility testing

We have just described an algorithm for irreducibility testing of finitely generated
abelian linear groups over any field K of characteristic zero which admits algorith-
mic polynomial factorisation. Conversely, an algorithm for irreducibility testing of
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finitely generated abelian linear groups over an arbitrary field K can be used to fac-
torise polynomials as follows. Let f ∈ K[X] be a non-constant monic polynomial.
We may assume that f(0) 6= 0. Let g be the companion matrix of f . Then the
polynomial f is irreducible if and only 〈g〉 is an irreducible subgroup of GLd(K),
where d = degree(f). Furthermore, if 0 < U < Kd is g-invariant, then the minimal
polynomial of g acting on U is a proper divisor of f .

4.2. Abelian normal subgroups with a given property

Let G be a finite nilpotent group (not necessarily linear) and suppose that E is a
set of subgroups of G. Under suitable computational assumptions, we wish to either
construct an abelian normal subgroup of G in E or we wish to construct a maximal
abelian normal subgroup of G which fails to be in E. Later on, this problem, which
is solved by the simple Algorithm 4.4, will play a vital part in irreducibility testing
of nilpotent linear groups.

Apart from being able to decide whether A ∈ E holds for a given abelian A/G, in
order to use Algorithm 4.4, we need to be able to (i) compute centralisers of abelian
normal subgroups of G and (ii) decide membership in abelian normal subgroups of
G; in both cases, the abelian normal subgroups are given by generators. Assuming
this, the correctness of Algorithm 4.4 is immediate from the following basic facts.

4.4 Proposition. Let G be a group and let A / G be abelian.

(i) ([51, 1.3.2(ii)]) If G is supersoluble, then A is a maximal abelian normal sub-
group of G if and only if A = CG(A).

(ii) ([68, 5.2.3]) If cA ∈ CG(A)/A ∩ Z(G/A), then 〈A, c〉 is an abelian normal
subgroup of G.

4.5 Proposition ([68, 5.2.1]). If G is nilpotent and 1 6= N /G, then N ∩Z(G) 6= 1.

Algorithm 4.4 FindAbelianWithProperty(G,E)

Input: a finite nilpotent group G, a set E of subgroups of H
Output: either true and an abelian normal subgroup of G in E, or false and a maximal

abelian normal subgroup of G which does not belong to E

1: if G is abelian then return G ∈ E, G

2: let A / G be abelian
3: loop
4: if A ∈ E then return true, A

5: C ← CG(A)
6: if C = A then return false, A

7: let c ∈ C \A
8: while [c, g] 6∈ A for some g ∈ G do c← [c, g]

9: A← 〈A, c〉
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4. Computing with abelian normal subgroups

4.6 Remark. One of the major cases that we are interested in is when E is the
set of non-cyclic subgroups of G. In Part II, we will extend Algorithm 4.4 and
obtain an algorithm which, given a finite nilpotent group G, either constructs a
non-cyclic abelian normal subgroup of G or proves that no such subgroup exists
(Algorithm 7.1).

The initial abelian normal subgroup. The choice of an initial abelian normal sub-
group A of G in line 2 of Algorithm 4.4 is arbitrary; in particular, we may simply
take A = 1. In practice, however, we use the following algorithm from [21, §2.2].

Algorithm 4.5 NoncentralAbelian(G)

Input: a non-abelian finite nilpotent group G = 〈g1, . . . , gn〉
Output: a non-central abelian normal subgroup of G

1: let a ∈ G be a non-central element among g1, . . . , gn
2: while [a, gi] 6∈ Z(G) for some i do a← [a, gi]

3: return 〈a, [a, g1], . . . , [a, gn]〉

4.3. Constructing abelian normal subgroups using
congruence homomorphisms

Let G = 〈g1, . . . , gn〉 6 GLd(K) be a finitely generated non-abelian completely
reducible nilpotent group. We assume that R ⊂ K is a subring with G 6 GLd(R)
and that R

π−→ F is an effectively computable epimorphism onto a finite field F
such that the congruence subgroup Gπ = G∩CLd(π) is torsion-free. It follows from
Chapter 3 that we may always find such R and π if K is a number field or a rational
function field over a number field.

We now describe how we may perform one of the tasks (A1)–(A2) from the be-
ginning of this chapter.

A polycyclic presentation of Gπ. We describe how we may obtain an epimorphism

G
ψ−→ H onto a finite polycyclically presented group H such that

(i) Ker(ψ) = Gπ,

(ii) we can compute gψi for 1 6 i 6 n, and

(iii) for any h ∈ H we can construct a specific g ∈ G with gψ = h.

If the reference to ψ is clear, then in (iii) we also say that we can lift elements of

H to G. Recall that a section of a homomorphism G1
θ−→ G2 is a set map G2

σ−→ G1

with σθ = 1. In more sophisticated language, (iii) then asserts that we have an

explicitly computable section H → G of G
φ−→ H.
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A group H as above and an epimorphism ψ can be obtained as follows. First,
Gπ is a finite nilpotent (hence polycyclic) matrix group over a finite field with
defining generators gπ1 , . . . , g

π
n. Using various methods (e. g. [54, §4], [2, §3]), we may

construct a polycyclically presented group H = 〈Y ;S〉 together with an effectively

computable isomorphism Gπ
λ−→ H.

Write Y = {y1, . . . , ym}, y = (y1, . . . , ym), and S = {s1(y), . . . , st(y)}. During
the construction of the above polycyclic presentation of Gπ, we keep track of the
group operations performed in Gπ leading from the given generators gπ1 , . . . , g

π
n to the

polycyclic generating sequence used to construct the above presentation of Gπ; the
implementation of [2, §3] in the package Polenta [3] for GAP [34] uses this approach.
We thus obtain explicit words wj such that yj = wj(g

π
1 , . . . , g

π
n)λ for 1 6 j 6 m.

It follows that if we define ψ to be the composite G
π−→ Gπ

λ−→ H, then conditions
(i)—(iii) above are satisfied.

Generators of Gπ. Using a collection algorithm [39, §8.1.3] in H, we may write

gψi = vi(y) for 1 6 i 6 n. Let X = {x1, . . . , xn} (n distinct symbols) and x =
(x1, . . . , xn). Define

R =
{
x−1
i · vi (w1(x), . . . , wm(x)) : 1 6 i 6 n} ∪ {sk(w1 (x), . . . , wm(x)) : 1 6 k 6 t

}
.

By [68, 2.2.3], the map xi 7→ gψi induces an isomorphism 〈X;R〉 → H; the inverse
is given by yj 7→ wj(x). We obtain a commutative diagram

〈X; ∅〉xi 7→gi

����

xi 7→xi

    
G

ψ // //

gi 7→xi

55 55
H

yj 7→wj(x)

∼=
// 〈X;R〉.

Hence, Gπ is generated by E = {r(g1, . . . , gn) : r(x) ∈ R} as a normal subgroup of
G. Since Gπ 6 Z(G) by Corollary 2.6(i), we therefore have Gπ = 〈E〉.

Lifting subgroups of H. Let U = 〈u1, . . . , ur〉 6 H. As explained above, we

may construct preimages c1, . . . , cr ∈ G with ui = cψi . We then have Uψ−1 =
〈c1, . . . , cr, E〉, where E is the previously constructed generating set of Gπ.

Final step. Let E = {U 6 H : Uψ−1 is inhomogeneous}. We just described how
generators of Uψ−1 can be computed for given generators of U 6 H. If U is abelian,
then so is Uψ−1 by Lemma 2.5. We may then use the techniques from §4.1 to
determine if Uψ−1 is homogeneous and hence decide if U ∈ E. It follows that by
using FindAbelianWithProperty(H,E) (see §4.2), we may construct an abelian
A/G such that A is either inhomogeneous or A is maximal abelian (i.e. A = CG(A))
and homogeneous.
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5. Deciding irreducibility of nilpotent
linear groups over number fields

We describe an algorithm for deciding irreducibility of nilpotent linear groups over
number fields. We first recall some facts on Brauer groups (Section 5.1) and then
relate these to abelian normal subgroups of linear groups (Section 5.2). We then
summarise some computational problems for Brauer groups for which solutions have
recently become available (Section 5.4). Finally, we give our algorithm (Section 5.5).

5.1. Background on Brauer groups and crossed products

We collect well-known facts on Brauer groups and crossed products; see e. g. [53,
§§29–30], [15, Ch. 5], and [24, Ch. 5]. Throughout, let K be arbitrary.

Central simple algebras. The K-algebra A is central simple if A is simple and
Z(A) = K. If A is a central simple K-algebra, then |A : K| = d2 for an integer
d > 1 called the degree of A.

Similarity. Let A1 and A2 be central simpleK-algebras. By Wedderburn’s theorem,
Ai
∼= Mei(Di) for a central K-division algebra Di. We say that A1 and A2 are

similar if D1 and D2 are K-isomorphic. We let A1 ∼ A2 denote similarity of A1

and A2 and we write [A1] for the class of all central simple K-algebras similar to
A1. The similarity class of a central K-division algebra D consists of all K-algebras
isomorphic to Me(D) for some e > 1.

The Brauer group. The class of central simple K-algebras is closed under tensor
products. Moreover, taking tensor products of central simple K-algebras is compati-
ble with similarity. Ignoring set-theoretic difficulties surrounding “classes of classes”
(these obstacles can be easily overcome; see [15, p. 188]), we may define

Br(K) = {[A] : A is a central simple K-algebra}

endowed with the multiplication [A1][A2] = [A1⊗A2]. Then Br(K) is an abelian
group, called the Brauer group of K. The identity element of Br(K) is [K], the
class of all simple K-algebras that are split, i. e. isomorphic to Me(K) for some
e > 1. The inverse of [A] ∈ Br(K) is [A◦], where A◦ is the opposite algebra of A
(obtained by reversing the multiplication in A).
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5. Deciding irreducibility of nilpotent linear groups over number fields

Relative Brauer groups. Let L/K be a field extension. If A is any K-algebra, then
we obtain an L-algebra AL = A⊗KL. The rule A 7→ AL induces a homomorphism
Br(K)→ Br(L), the kernel Br(L/K) of which is called the relative Brauer group
of L over K. We say that L is a splitting field of the central simple K-algebra
A if [A] ∈ Br(L/K); this is equivalent to AL

∼= Md(L), where d is the degree of
A. If L2/L1/K is a tower of fields, then Br(L1/K) is a subgroup of Br(L2/K). We
have Br(K) =

⋃
L Br(L/K), the directed union being taken over all finite Galois

extensions L/K within some fixed algebraic closure of K.

Exponent and index. The group Br(K) is periodic. Let A be a central simple
K-algebra. The order of [A] ∈ Br(K) is called the exponent exp(A) of A. Clearly,
the index A (see §1.2) only depends on the similarity class of A. It is always the
case that the exp(A) divides index(A). Conversely, every prime divisor of index(A)
divides exp(A). While index(A) 6= exp(A) is possible in general, it is a consequence
of the Brauer-Hasse-Noether theorem that if K is a number field (or more generally
a global or local field), then always index(A) = exp(A).

Crossed products. Let L/K be a finite Galois extension with Galois group Γ. Let
φ ∈ Z2(Γ, L×) be a normalised 2-cocycle. Define L?φ Γ to be the right L-vector space
with basis (uσ)σ∈Γ endowed with the multiplication auσ = uσa

σ (a ∈ L, σ ∈ Γ) and
uσuτ = uστ · (σ, τ)φ (σ, τ ∈ Γ), extended K-linearly. Then L?φ Γ is a central simple
K-algebra and L (identified with u1 ·L) is a maximal subfield and a splitting field
of L?φ Γ. The algebra L?φ Γ is called the crossed product of L by Γ determined
by φ. The crossed product L?φ Γ splits if and only if φ is a coboundary. More
generally, the rule φ 7→ L?φ Γ induces an isomorphism H2(Γ, L×) → Br(L/K). In
particular, the exponent of L?φ Γ coincides with the order of the cohomology class
[φ] in H2(Γ, L×). Using Corollary 1.9, we see that the index of L?φ Γ is exactly the
dimension of the (unique) irreducible module of L?φ Γ as a right L-space.

5.2. Crossed products and abelian normal subgroups

Let G 6 GL(V ), where K is arbitrary. Let A/G with A = CG(A) and suppose that

A is homogeneous. Let 1 → A ↪→ G
·−→ Γ → 1 be an exact sequence of groups and

regard A as a Γ-module in the usual way. We now examine the structure of K[G];
our reasoning is similar to the proof of [53, 34.F8].

The quotient Γ as a Galois group. Clearly, the action of Γ on A extends to an
action of Γ on L = K[A] by K-algebra automorphisms: for σ ∈ Γ, say σ = g with
g ∈ G, and x ∈ L, we let xσ = g−1xg. Since A is homogeneous, L and Z = LΓ

are field extensions of K. Now A = CG(A) whence Γ acts faithfully on L. We may
naturally regard V as a right L-vector space. Of course, the induced right K-action
is related to the given left K-action on V via vλ = λv (λ ∈ K, v ∈ V ). Hence,
|V : K| = |V : L||L : K| and thus |Γ| 6 |Gal(L/K)| 6 |L : K| < ∞ by [14, Cor.
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5.3. Example: cyclic algebras and nilpotent linear groups

7.5.2]. By Artin’s theorem [48, Thm VI.1.8], L/Z is therefore Galois and the above
action of Γ on L allows us to identify Γ with Gal(L/Z). Note that Z is contained
in the centre of K[G] so that we may regard K[G] as a Z-algebra.

Extension structure. Choose a normalised section Γ
s−→ G of G

·−→ Γ, i. e. σs = σ
for all σ ∈ Γ and 1sΓ = 1G. Let φ ∈ Z2(Γ, A) be the corresponding cocycle defined
by σsτ s = (στ)s · (σ, τ)φ for σ, τ ∈ Γ. Let φ̃ ∈ Z2(Γ, L×) be obtained from φ via the
inclusion A ↪→ L×.

5.1 Proposition. The rule uσa 7→ σsa (σ ∈ Γ, a ∈ L) induces a Z-algebra isomor-
phism L?φ̃ Γ→ K[G].

Proof. There is a unique linear map L?φ̃ Γ
T−→ K[G] of right L-spaces satisfying

uσT = σs. By construction, this is a Z-algebra epimorphism. Since crossed products
are simple, it is an isomorphism. �

We therefore say that K[G] is a crossed product of L by Γ.

5.2 Remark. Proposition 5.1 can also be obtained using the more general ring-
theoretic definition of a crossed product in [81, p. 23]. Namely, it follows from [81,
5.3.2] that K[G] is a crossed product (K[G], L,G,G/A). Using the above interpre-
tation of G/A ∼= Γ as Gal(L/Z), this leads us back to the classical crossed product.

5.3 Corollary.

(i) K[G] is simple with centre Z. In particular, G is homogeneous.

(ii) L is a maximal subfield of K[G].

(iii) |K[G] : Z| = |G : A|2 and thus |K[G] : K| = |G : A||L : K|. �

Together with Proposition 4.4(i), we obtain the following.

5.4 Corollary. Let G be a supersoluble linear group. If G has a homogeneous
maximal abelian normal subgroup, then G itself is homogeneous. �

5.3. Example: cyclic algebras and nilpotent linear groups

In the special case of a cyclic Galois group, a crossed product is called a cyclic
algebra. We describe a family of nilpotent linear groups whose enveloping algebras
admit explicit descriptions as cyclic algebras. In this section, K is an arbitrary field
of characteristic zero.
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5. Deciding irreducibility of nilpotent linear groups over number fields

Facts on cyclic algebras. We refer to [53, §30.4] for details on the following. Let
L/K be a cyclic Galois extension of degree m. Write Γ = Gal(L/K). Choose
a generator σ ∈ Γ. For λ ∈ K×, define cyc(L/K, λ, σ) to be the right L-space
with basis (1, g, . . . , gm−1) with multiplication ag = gaσ (a ∈ L) and gm = λ,
extended in the natural way. Then cyc(L/K, λ, σ) is a crossed product of L by
Γ (and hence a cyclic algebra). Conversely, all crossed products of L by Γ can
be brought into this form in an explicit way [52, p. 197]. Denote by NL/K : L →
K the norm map. The exponent of a cyclic algebra cyc(L/K, λ, σ) is given by
min

(
e > 1 : NL/K(α) = λe for some α ∈ L×

)
. Recall that for a central simple alge-

bra over a number field, the exponent and the index coincide.

A family of nilpotent linear groups. Suppose that K contains a primitive mth
root of unity ζm. Let λ, ν ∈ K× and suppose that Xm − ν is irreducible over K.
Let β = m

√
ν and define

H =

〈
β

β · ζ−1
m

. . .

β · ζ−m+1
m


︸ ︷︷ ︸

u

,


0 1

. . .
. . .

0 1
λ


︸ ︷︷ ︸

g

〉
.

By Kummer theory [14, §11.10], the assumption ζm ∈ K ensures that K(β)/K is
cyclic. Now regard H as a K-linear group of degree m2 instead of as a K(β)-linear
group of degree m. Then A = 〈gm, u, [u, g]〉 = 〈λ, u, ζm〉 is a homogeneous maximal
abelian normal subgroup of H with H/A ∼= Cm. Clearly, H is a quotient of the
class-2 group

H(m) =
〈
u, g

∣∣∣ [u, g]m = [u, g, g] = [u, g, u] = 1
〉
.

It is known (cf. [46, 14.12]) that K[H] is isomorphic to cyc(K(β)/K, λ, σ) in the
natural way, where σ is the generator β 7→ β · ζm of Gal(K(β)/K). We will give
another interpretation of H in Example 6.19 below.

5.4. Computing in relative Brauer groups over number fields

In this thesis, we use the standard notation C∗, Z∗, B∗, H∗, and ∂ for cochains,
cocycles, coboundaries, cohomology, and differentials, respectively.

Let L/Z be a Galois extension of number fields and Γ = Gal(L/Z). Fieker [31, §4]
describes an algorithm which for a given φ ∈ Z2(Γ, L×) decides if [φ] ∈ H2(Γ, L×) is
trivial. More specifically, for φ ∈ Z2(Γ, L×), he constructs

(i) a Γ-invariant finitely generated subgroup U 6 L× such that (a) φ ∈ Z2(Γ, U)
and (b) [φ] is trivial in H2(Γ, L×) if and only if [φ] is trivial in H2(Γ, U) and
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5.5. An algorithm for deciding irreducibility

(ii) an isomorphism Z/m⊕Zr
λ−→ U such that λ and λ−1 are effectively computable.

It is then possible to compute the (unique) Γ-module structure on A = Z/m ⊕ Zr

which turns λ into a Γ-equivariant map. Next, we compute an explicit preimage
ψ ∈ Z2(Γ, A) of φ. It follows that [φ] is trivial in H2(Γ, L×) if and only if [ψ] is
trivial in H2(Γ, A). Computations in H2(Γ, A) are possible using Holt’s algorithm
[38]. Thus, we can test if ψ (hence φ) is a coboundary. Furthermore, if this is
the case, then we can find a ∈ C1(Γ, A) with ψ = a∂. Using λ, we therefore find
b ∈ C1(Γ, L×) with φ = b∂.

Since H2(Γ, L×) has exponent dividing |Γ|, we can compute the order of any
cohomology class in H2(Γ, L×) defined by a cocycle. We note that Fieker’s method
for obtaining U (hence A) above relies on the computation of the class group of L
which can be prohibitively expensive when |L : Q| > 30, say. At the time of this
writing, an implementation of the above method is available in Magma only in the
case that L/Q (instead of merely L/Z) is Galois. Finally, we remark that Fieker also
describes a non-constructive method for deciding if φ ∈ Z2(Γ, L×) is a coboundary
using local computations. Note that by §5.3, in the special case that Γ is cyclic,
we can avoid cohomological computations altogether by testing solubility of norm
equations.

5.5. An algorithm for deciding irreducibility of nilpotent
linear groups over number fields

We may decide irreducibility of a given finitely generated nilpotent group G 6
GL(V ), where K is a number field, using Algorithm 5.1 below. This algorithm
is “partially constructive”: if G is found to be reducible, then we often (but not
always) obtain a proper K[G]-submodule of V ; see Remark 5.5(ii). We then return a
generator of such a submodule; see Remark 5.5(i). The function NonzeroElement
which we will use throughout this thesis returns a non-zero vector of a non-zero
vector space.

We now explain how Algorithm 5.1 works.

1. Initial steps. First, we use §2.3 to ensure that the input group G is completely
reducible. We then catch the easy case of an abelian group using §4.1.4. Next, we
find a congruence homomorphism with torsion-free kernel and finite image defined
on G and construct a polycyclic presentation of the congruence image. We thus

obtain a homomorphism G
ψ−→ H with properties as in §4.3.

2. Constructing an abelian normal subgroup. We can lift abelian normal sub-
groups of H to those of G as described in §4.3. We can then use §4.1 to decide if
such lifted subgroups are homogeneous. Using §4.2, we may therefore either (A1)
construct an inhomogeneous abelian normal subgroup A of G, or (A2) a maximal
abelian normal subgroup A of G which is homogeneous.
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5. Deciding irreducibility of nilpotent linear groups over number fields

Algorithm 5.1 IsIrreducible(G) (general case, partially constructive)

Input: a nilpotent group G = 〈g1, . . . , gn〉 6 GL(V ), where K is a number field
Output: true or false according to whether G is irreducible or not;

if a second value is returned, then it is a generator of a proper K[G]-submodule of V
1: loop
2: if Gu = 〈(g1)u, . . . , (gn)u〉 6= 1 then return false,NonzeroElement(V Gu)

3: if G is abelian then
4: x← NonzeroElement (HomogeneousDecompositionAbelian(G)[1])
5: if x ·K[G] < V then return false, x else return true

6: construct an epimorphism G
ψ−→ H onto a finite group as in §4.3

7: r,B ← FindAbelianWithProperty(H,E) for E = {B 6 H : Bψ−1 is inhomogeneous}
8: A← Bψ−1

9: if r = false then
10: let Γ = H/B act on A via the ψ-induced isomorphism G/A→ Γ
11: construct a normalised section Γ→ G and the corresponding cocycle φ ∈ Z2(Γ, A)
12: compute the order m of [φ] in H2(Γ, L×), where L = K[A]
13: if |V : K| = m|L : K| then return true else return false

14: homg ← HomogeneousDecompositionAbelian(A), U ← homg [1]
15: if G acts intransitively on homg then return false,NonzeroElement(U)

16: G← Im(θ), V ← U where StabG(U)
θ−→ GL(U) is the induced action

3. The crossed product case. Suppose we are in the “crossed product case” (A2).

Since the known epimorphism G
ψ−→ H induces an isomorphism G/A → Γ, where

Γ = H/B, we may regard G as an extension of A by Γ. By lifting the images of
a section Γ → H for the projection H → Γ, we obtain a section Γ → G for the

composite G
ψ−→ H → Γ (“the product of sections is a section”). By Proposition 5.1,

K[G] is then in an explicit way a crossed product of L = K[A] by Γ, with Γ
acting faithfully by K-automorphisms on L. Using §5.4, we compute the order
m of the cohomology class defined by φ in H2(Γ, L×). This gives us the index of
K[G]. Since we already computed the degree |L : K| when we proved that A was
homogeneous (Section 4.1.2), we may now read off the dimension m|L : K| of the
(unique) irreducible K[G]-module. We may therefore decide irreducibility of G by
testing if |V : K| = m|L : K|.

4. Reduction. In case (A1), we found an inhomogeneous abelian normal subgroup
A of G. We detect this and we compute the list homg of homogeneous components of
V as aK[A]-module using Algorithm 4.1. We then compute the orbit of U = homg [1]
under G and (a finite generating set of) StabG(U) at the same time using the orbit-
stabiliser algorithm [39, §4.1]. We then use Corollary 1.12 to reduce the problem
of deciding irreducibility of G to that of deciding irreducibility of a linear group of
smaller degree. We thus replace G and start again.

5.5 Remarks.

(i) Given a generator of a K[G]-submodule U of V , a basis of U can be found using
the “spinning algorithm” [39, §7.4.1]. A minor technical difficulty however
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occurs: in the pseudo-code of Algorithm 5.1, it would not suffice to generate
K[G]-submodules, since line 16 might have been previously executed, changing
G and V . In practice, we would store the original input group and we would
also keep track of the inclusion of the current V into the original ambient
space. This purely technical complication is the main reason why we only
return generators of submodules in our pseudo-code.

(ii) If our algorithm reports reducibility of G, then, unless we encountered the
crossed product case (lines 9–13), we also obtain a proper K[G]-submodule.

(iii) The method for irreducibility testing of finite linear groups over the rationals
in Magma V2.16 also relies on index computations; these are performed using
an algorithm of Nebe and Steel [58]. Their approach is however very different
from ours: for a given finite G 6 GLd(Q), they compute the centraliser C of
G in Md(Q). After reducing to the case that C is simple, they determine the
index of C using the theory of orders. If C is a division algebra or, equivalently,
if G is irreducible, then this can be detected at this point.

(iv) The explicit crossed product descriptions in our approach do not seem to
be readily available in general. On the one hand, it is well-known that every
central simple algebra over a number field is isomorphic to a cyclic algebra, i. e.
a crossed product with cyclic Galois group. (This is the original “fundamental
theorem in the theory of algebras” of Brauer-Hasse-Noether [8].) On the other
hand, to the author’s knowledge, no constructive proof of this result is known,
nor is any practical method for representing a given central simple algebra
over a number field as a crossed product available.

(v) We note that if we apply Algorithm 5.1 in the case that G is not nilpotent,
then the output (if any) will in general not be meaningful.

We have thus obtained a partially constructive algorithm for irreducibility testing
of nilpotent linear groups over number fields. As we will show in Part II of this the-
sis, if we restrict attention to finite nilpotent linear groups, we can do considerably
more. First, in that case, we can handle a larger class of ground fields, including
rational function fields over number fields. Second, we obtain a method for irre-
ducibility testing of finite nilpotent groups which is fully constructive in all cases.
Third, we can also test primitivity of finite nilpotent linear groups. Lastly, our al-
gorithms for irreducibility and primitivity testing of finite nilpotent linear groups
are practical, performing well on a range of explicit examples; an implementation
is publicly available as a Magma-package [76]. (In contrast, Algorithm 5.1 has not
been implemented.)
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6. Groups with homogeneous maximal
abelian normal subgroups

The most interesting case that we encountered in our algorithm for deciding ir-
reducibility of (possibly) infinite nilpotent linear groups (Algorithm 5.1) was the
following. We are given a finitely generated nilpotent group G 6 GL(V ) and a ho-
mogeneous maximal abelian normal subgroup A/G. The enveloping algebra K[G] of
G is then a crossed product of L = K[A] by G/A ∼= Gal(L/Z), where Z = Z(K[G])
(Proposition 5.1). We are led to a series of theoretical questions which we will answer
in this chapter.

Question 1: What is the structure of G as an abstract group?
We will see in §§6.2–6.3 that G is an extension of A(m, r) = Z/m ⊕ Zr by a

subgroup of R(m, r) = U(m) n (Z/m)r, where U(m) is the group of unipotent ele-
ments in (Z/m)× and all the actions have natural descriptions. Conversely, all such
extensions are nilpotent and have A(m, r) as a maximal abelian normal subgroup.

Question 2: Given an abstract extension G of A(m, r) by a subgroup Γ of R(m, r),
is there a faithful representation % of G over some field K such that A(m, r) acts
homogeneously via %?

The answer is yes — we may even require K to be a number field (Corollary 6.17).

Question 3: To what extent is the representation % from the previous question
uniquely determined?

First note that if % is as in the last question, then G acts homogeneously via
%. Now fix a field K of characteristic zero and a cocycle φ ∈ Z2(Γ,A(m, r)) which
defines G as an extension of A(m, r) by Γ 6 R(m, r). We then consider a certain
class D0 of irreducible K-representations % of G such that (i) A(m, r) acts homoge-
neously via % and (ii) Z(K[G%]) = K. While we will not give a precise definition of
D0 at this point, we note that it contains all faithful irreducible representations of
G over K that satisfy (i)–(ii). In Proposition 6.23, we will see that the equivalence
classes of representations in D0 are in natural 1–1 correspondence with the equiva-
lence classes of certain field-theoretic objects which we call “(m, r)-structures over
K”. Informally, an (m, r)-structure over K amounts to (1) a choice η of a primitive
mth root of unity over K, (2) elements θ1, . . . , θr (all within some field extension of
K) such that θmi ∈ K× for 1 6 i 6 r, and (3) a technical condition allowing us to
identify Γ with Gal(L/K), where L = K(η, θ1, . . . , θr).

47



6. Groups with homogeneous maximal abelian normal subgroups

Throughout this chapter, K is a field of characteristic zero and ζm is a primitive
mth root of unity over K. All field extensions of K will be contained in some fixed
algebraic closure of K. We note that the results of this chapter will not be used
elsewhere in this thesis.

6.1. Cocycles and compatibility

The content of this section is folklore; cf. e.g. [9, §III.8], [79, §VII.5], [68, §11.1].

Compatible pairs. Let G1 and G2 be groups and let Ai be a Gi-module. A pair

(G2
λ−→ G1, A1

α−→ A2) of group homomorphisms is compatible if α is a G2-module
homomorphism when G2 acts on A1 via γ. Such a compatible pair (λ, α) induces

a homomorphism Z2(G1, A1)
Z2(λ,α)−−−−−→ Z2(G2, A2) via (g, h)(φ.Z2(λ, α)) = (gλ, hλ)φα

for g, h ∈ G2.

Comparing group extensions. Let G be a group, A be a G-module, and let 0 →
A

ι−→ E
π−→ G→ 1 be an extension of A by G. Let H be another group and let B be

a H-module. Suppose that G
λ−→ H and A

α−→ B are group isomorphisms such that
α is a G-module isomorphism when G acts on B via λ. (In other words, λ−1 and α
are compatible.) Given α and λ, we may regard E as an extension of the underlying
abelian group of B by H by requiring the following diagram to be commutative

A
ι //

α

��

E
π // G

λ
��

B // E // H.

The compatibility condition on α and λ implies that the induced H-action on B is
the original one. That is, E is an extension of the H-module B by H.

The canonical extension

E(φ)

associated with φ ∈ Z2(G,A) has G × A as its underlying set with multiplication
(g, a)(h, b) = (gh, a+ b+ (g, h)φ) for a, b ∈ A and g, h ∈ G. We will always as-
sume that φ is normalised, i. e. (g, 1)φ = (1, g)φ = 0 for all g ∈ G. Under this
assumption, we may identify A with its image in E(φ) via a 7→ (1, a).

Comparing crossed products. Let L/K be a finite Galois extension. Write Γ =

Gal(L/K) and let φ ∈ Z2(Γ, L×). Suppose that L
θ−→ L̃ is a K-isomorphism onto

another field extension L̃ ofK. Let Γ̃ = Gal(L̃/K). We obtain induced isomorphisms

Γ̃
λ−→ Γ and L×

α−→ L̃×, where γλ = θγθ−1 for γ ∈ Γ̃ and α is the restriction of θ.
Clearly, λ and α are compatible. Let φ̃ = φ.Z2(λ, α). Then we obtain a canonical
K-isomorphism L?φ Γ → L̃ ?φ̃ Γ̃ given by uγλ · a 7→ ũγ · (aθ) for γ ∈ Γ̃ and a ∈ L,
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where (uσ)σ∈Γ (resp. (ũγ)γ∈Γ̃) denotes the canonical right L-basis (resp. L̃-basis) of
the corresponding crossed product as in §5.2.

6.2. R(m, r) and A(m, r)

For the purposes of this chapter, the main abstract properties of homogeneous max-
imal abelian normal subgroups of finitely generated nilpotent linear groups are cap-
tured by the following.

6.1 Notation. Let G a group. We write A J G if A / G, A = CG(A), A is finitely
generated, T(A) is cyclic, and [A,G] 6 T(A).

6.2 Lemma. Let G be a finitely generated nilpotent linear group over an arbitrary
field. If A / G is maximal abelian and homogeneous, then A J G.

Proof. Since G is polycyclic, A is finitely generated; see [51, §1.3]. As A is homo-
geneous, T(A) is cyclic. By Proposition 4.4(i), A = CG(A). Corollary 5.4 shows
that G is homogeneous and therefore completely reducible. Hence [G,G] is finite by
Theorem 2.4. Therefore, [A,G] 6 A ∩ T(G) = T(A). �

We will now investigate the structure of groups G with a given A J G. For m > 1
and r > 0, define A(m, r) = Z/m⊕ Zr. Further let

R(m, r) =


(Z/m)×

Z/m 1
...

. . .

Z/m 1

 6 GLr+1(Z/m).

Note that R(m, r) = (Z/m)× n (Z/m)r (natural action). The group R(m, r) has a
natural faithful action on A(m, r) by formal matrix multiplication:

(x0, . . . , xr)


a0

a1 1
...

. . .

ar 1

 = (x0a0 + · · ·+ xrar, x1, . . . , xr).

Clearly, if G is any group and A J G, then A ∼= A(m, r), where r = rank(A) and
m = |T(A)|. By the following, the abstract groups G with A J G are precisely the
extensions of A(m, r) by subgroups of R(m, r).

6.3 Proposition.

(i) Let G be a group and A J G. Let A
α−→ A(m, r) be an isomorphism. Then there

exists an embedding G/A
λ−→ R(m, r) such that α is a G/A-module isomorphism

when G/A acts on A(m, r) via λ. Therefore, G is as an extension of A(m, r)
by a subgroup of R(m, r).
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(ii) Let 0 → A(m, r)
ι−→ G → Γ → 1 be an extension of A(m, r) by Γ 6 R(m, r).

Then Im(ι) J G.

Proof.

(i) Let e0 = 1 + (m) ∈ Z/m = T(A(m, r)) and let (e1, . . . , er) be the standard
basis of Zr 6 A(m, r) (embedded in the natural way). Denote by f0, . . . , fr
the preimages of e0, . . . , er under α. Write Γ = G/A and let σ ∈ Γ. Then
fσ0 = fx0

0 and fσi = fxi0 · fi (1 6 i 6 r), where xi ∈ Z/m. Define

σλ =


x0

x1 1
...

. . .

xr 1

 ∈ Mr+1(Z/m).

A routine calculation shows that (σ1σ2)λ = σλ1σ
λ
2 for all σ1, σ2 ∈ Γ. Since Γ

acts faithfully on A = 〈f0, . . . , fr〉, the map λ is injective. It follows that λ
embeds Γ into R(m, r). By construction, (aσ)α = (aα)σλ for all a ∈ A and
σ ∈ Γ. The final remark follows from compatibility as in §6.1.

(ii) Obvious. �

6.4 Corollary. Let G be a group and A J G.

(i) A|T(A)| 6 Z(G) = AG. Hence, |G : A| 6 |G : Z(G)| <∞ and |G′| <∞.

(ii) G/A is metabelian.

Proof. We may assume that G is an extension of A(m, r) by Γ 6 R(m, r). Clearly,
Γ is metabelian. Since mA(m, r) = mZr is a trivial R(m, r)-module, mA(m, r) 6
Z(G). If g ∈ G\A, then g has non-trivial action on A(m, r) whence Z(G) 6 A(m, r).
We therefore have Z(G) = A(m, r)Γ. By a well-known result of Schur [68, 10.1.4],
the finiteness of G/Z(G) implies that of [G,G]. �

6.3. Nilpotency and R(m, r)

Given an extension G of A(m, r) by Γ 6 R(m, r), we characterise nilpotency of G in
terms of Γ. Together with the last section, this gives an answer to Question 1 from
the beginning of the chapter. The following is well-known.

6.5 Lemma. Let R be a commutative Artinian ring with Jacobson radical rad(R).
Then the set U of unipotent elements in R is 1 + rad(R). Moreover, U 6 R×.

Proof. By [53, 28.F39], rad(R) is the set of nilpotent elements of R whence U =
1 + rad(R). It is well-known that U is a subgroup of R× [85, p. 35]. �

We write U(m) for the group of unipotent elements in Z/m.
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6.6 Corollary. U(m) = {x+ (m) ∈ Z/m : x ≡ 1 mod p for all primes p | m}.

Proof. This follows since rad(Z/m) is clearly generated by m+ (m), where m is the
product of the distinct prime divisors of m. �

Let

R(r,m) =


U(m)
Z/m 1

...
. . .

Z/m 1

 6 R(r,m),

so R(r,m) = U(m) n (Z/m)r.

6.7 Lemma. Let G be an extension of A(m, r) by Γ 6 R(m, r). The following are
equivalent:

(i) G is nilpotent.

(ii) Γ 6 R(m, r).

(iii) Γ acts nilpotently on A(m, r).

Proof. Let A = A(m, r). By construction, [A,Γ] 6 T(A). We conclude that G is
nilpotent if and only if (a) Γ is nilpotent and (b) Γ acts nilpotently on T(A) = Z/m.
Note that (b) is equivalent to (iii).

For a matrix σ ∈ Γ, let σ0 ∈ (Z/m)× be the image of σ under the homo-
morphism R(m, r) → (Z/m)× which sends σ to its entry in position (1, 1). Let
Z/m = 〈a〉. Then [a, σ] = −a + aσ = (σ0 − 1) · a. Hence for σ, τ, . . . ∈ Γ, we have
[. . . [[a, σ], τ ], . . . ] = (σ0 − 1)(τ0 − 1) · · · · a. By taking σ = τ = . . . , we see that if Γ
acts nilpotently on T(A), then Γ0 = {σ0 : σ ∈ Γ} 6 U(m); this is clearly equivalent
to Γ 6 R(m, r). We have proved (i)→(iii)↔(b)→(ii). Now Corollary 6.6 shows that
U(m) indeed acts nilpotently on Z/m. It follows that R(m, r) acts nilpotently on
Z/m and on (Z/m)r / R(m, r). Hence, R(m, r) is nilpotent and it acts nilpotently
on A. This proves (ii)→(i). �

In Lemma 6.10, we will obtain a field-theoretic interpretation of this result. In
summary, the class of finitely generated nilpotent groups G with A(m, r) ∼= A J G
coincides with the class of extensions of A(m, r) by subgroups of R(m, r).

6.4. Field extensions: (m, r)-structures

Let L = K(ζm, θ1, . . . , θr) be an algebraic extension such that θmi ∈ K× for 1 6 i 6 r.
The different roots of Xm − θmi are precisely given by θiζ

k
m (0 6 k < m). Hence, L

is the (minimal) splitting field of {Xm− 1, Xm− θm1 , . . . , Xm− θmr } over K whence
L/K is Galois.

Let σ ∈ Gal(L/K). Then ζσm = ζx0
m for a unique x0 ∈ (Z/m)×. Moreover, for

1 6 i 6 r, we have (θσi /θi)
m = (θmi )σ/θmi = 1 and thus θσi = θiζ

xi
m for a unique
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xi ∈ Z/m. A routine computation shows that the map Gal(L/K)
λ−→ R(m, r)

defined by

σλ =


x0

x1 1
...

. . .

xr 1


is an embedding. Moreover, if A(m, r)

α
−−−� 〈ζm, θ1, . . . , θr〉 6 L× denotes the

evident epimorphism, then λ and α are compatible, i. e. α is Gal(L/K)-equivariant
when Gal(L/K) acts on A(m, r) via λ. Note that α restricts to an injection on the
torsion subgroup of A(m, r), i.e. Ker(α) is torsion-free.

6.8 Definition. An (m, r)-structure over K is a triple (L/K, λ, α), where

(i) L/K is a Galois extension,

(ii) Gal(L/K)
λ−→ Γ is an isomorphism onto a subgroup Γ 6 R(m, r), and

(iii) A(m, r)
α−→ L× is a homomorphism such that (a) λ and α are compatible, (b)

Ker(α) is torsion-free, and (c) L = K[Im(α)].

Below, (m, r)-structures will naturally arise from certain linear representations of
extensions of A(m, r) by subgroups of R(m, r).

6.9 Lemma. Let
(
L/K,Gal(L/K)

λ−→ Γ,A(m, r)
α−→ L×

)
be an (m, r)-structure over

K. Let (e1, . . . , er) be a Z-basis of the right summand in A(m, r) = Z/m⊕Zr. Define
θi = eiα ∈ L× for 1 6 i 6 r. Then θmi ∈ K× and L = K(ζm, θ1, . . . , θr).

Proof. We have m · ei ∈ A(m, r)Γ whence θmi ∈ LGal(L/K) = K. �

Hence, an (m, r)-structure over K essentially amounts to a sequence θ1, . . . , θr
as above together with a choice of a primitive mth root of unity over K. The
field-theoretic role of the subgroup R(m, r) of R(m, r) is explained by the following.

6.10 Lemma. Let (L/K, λ, α) be an (m, r)-structure over K. Then the following
are equivalent.

(i) Im(λ) 6 R(m, r).

(ii) ζp ∈ K for all primes p | m.

(iii) Gal(EmK/K) 6 (Z/m)× is unipotent (i.e. it is a subgroup of U(m)).

Proof.
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(i)↔(ii) We identify Γ = Im(λ) and Gal(L/K) via λ. Let A = Im(α) so that α induces a
Γ-equivariant epimorphism from A(m, r) onto A. Since Ker(α) is torsion-free,
α maps the torsion-subgroup Z/m of A(m, r) isomorphically onto 〈ζm〉 6 L×.

We again denote the product of the distinct prime divisors of m by m. Let
σ ∈ Γ and let σ0 ∈ (Z/m)× be the entry in position (1, 1) of σ. Then ζσm = ζσ0

m .
Now σ ∈ R(m, r) if and only if σ0 ∈ U(m) which by Corollary 6.6 is equivalent
to σ0 ≡ 1 mod m. Writing k = m/m, the last condition is obviously equivalent
to σ0k ≡ k mod m and thus to (ζkm)σ = ζkm. It follows that Γ 6 R(m, r) is
equivalent to ζkm ∈ K and thus to ζm ∈ K.

(ii)↔(iii) Immediate, since the map σ 7→ σ0 from the last step of the proof is exactly
the surjective restriction homomorphism Gal(L/K)→ Gal(EmK/K). �

6.11 Remark. Let (L/K, λ, α) be an (m, r)-structure over K which satisfies one
of the conditions in the last lemma. Using the expression of L in terms of radicals
in Lemma 6.9, it follows that L/K is a special case of a so-called “quasi-Kummer
extension”; see [1, §§1D.5–6] for results on such extensions.

A proper field-theoretic study of (m, r)-structures is beyond the scope of this
thesis. We contend ourselves with the following elementary existence result.

6.12 Proposition. Let Γ 6 R(m, r), Then there exists a number field K and an
(m, r)-structure (L/K, λ, α) over K with Im(λ) = Γ. Moreover, we may assume that
α is injective.

Proof. Suppose that (L/K, λ, α) is an (m, r)-structure over K with Im(λ) = R(m, r)
and such that α is injective. Define K ′ to be the fixed field of Γλ−1 and λ′ to be the
restriction of λ to Γλ−1 = Gal(L/K ′). Then (L/K ′, λ′, α) is an (m, r)-structure of
the desired form. It thus suffices to consider the case Γ = R(m, r). We inductively
define number fields Li as follows. Let L0 = Q(ζm). For i > 1, let pi be a rational
prime which does not divide the discriminant of Li−1/Q and define Li = Li−1(θi),
where θi = m

√
pi. Since pi is unramified in Li−1, we see that Xm−pi is an Eisenstein

polynomial over any pi-adic completion of Li−1. Hence, |Li : Li−1| = m. Let L =
Lr = Q(ζm, θ1, . . . , θr). Using the introductory remarks from this section, we obtain
an (m, r)-structure (L/Q, λ, α). By construction, |L : Q| = ϕ(m)mr = |R(m, r)|
whence λ maps Gal(L/K) isomorphically onto R(m, r).

It remains to show that α is injective. Let x0, . . . , xr ∈ Z satisfy ζx0
m θ

x1
1 · · · θxrr = 1.

By taking mth powers, we obtain px1
1 · · · pxrr = 1. Now by construction, the pi are

all distinct. Since we have unique factorisation in Z, we conclude that x1 = . . . =
xr = 0. Hence, m | x0 and α is injective. �

6.5. Representations, (m, r)-structures, and algebras

In this rather technical section, we study the relationship between representations
of groups and (m, r)-structures over a given field. This will allow us to give answers
to Questions 2–3 from p. 47.

53



6. Groups with homogeneous maximal abelian normal subgroups

For the remainder of this section, we fix a field K of characteristic zero, a subgroup
Γ 6 R(m, r), and a normalised cocycle φ ∈ Z2(Γ, A), where A = A(m, r). Further,
let G = E(φ). We identify A with the subgroup {(1Γ, a) : a ∈ A} of G. Let (tσ)σ∈Γ

be the canonical transversal of A in G, i. e. tσ = (σ, 0). If % is a K-representation of
a group, then we write K[%] for the enveloping algebra of the image of %.

Classes of representations, (m, r)-structures, and algebras

Our investigations in this section are based on the interplay between the following
three classes.

6.13 Notation.

(i) Define D to be the class of K-representations % of G such that A% is homoge-
neous, Ker(%) is torsion-free, Ker(%) 6 A, and Z(K[%]) = K.

(ii) Define E to be the class of (m, r)-structures
(
L/K,Gal(L/K)

λ−→ Γ, A
α−→ L×

)
;

note that we require Im(λ) = Γ.

(iii) Define A to be the class of central simple finite-dimensional K-algebras.

There are natural equivalence relations (which we all denote by≈) on these classes:
For D, we let≈ be equivalence ofK-representations, while for A we take isomorphism
of K-algebras. Let E = (L/K, λ, α) ∈ E and Ẽ = (L̃/K, λ̃, α̃) ∈ E. Then E ≈ Ẽ if

and only if there exists a K-isomorphism L
θ−→ L̃ such that the diagrams

Gal(L/K)

λ
$$IIIIIIIIII

θ−1( · )θ // Gal(L̃/K)

λ̃zzuuuuuuuuuu

Γ

A
α

~~}}}}}}}}
α̃

  AAAAAAAA

L×
θ

// L̃×

commute.
Ignoring set-theoretic difficulties which can be overcome (“classes of classes”), we

write X/≈ for the “quotient class” of X = D,E,A with respect to the equivalence
relation just defined.

From representations to field extensions

We describe a canonical way of extracting an (m, r)-structure in E from a represen-
tation in D.

6.14 Proposition. Let % ∈ D.

(i) Let L = K[A%]. Define Γ
µ−→ Gal(L/K) as follows: σµ (σ ∈ Γ) is conjugation

by t%σ. Then µ is an isomorphism.

(ii) Let A
α−→ L× be the restriction of %. Then (L/K, µ−1, α) ∈ E.
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(iii) Let φ̃ = φ.Z2(µ−1, α) ∈ Z2(Gal(L/K), L×). Then there is a K-algebra isomor-

phism K[%]
ξ−→ L?φ̃ Gal(L/K) such that the composite G

%ξ−→ L?φ̃ Gal(L/K) is
given by (σ, a) 7→ uσµ · (aα).

Proof. By Corollary 6.4, [G,G] is finite. Let N = Ker(%). Suppose that x ∈ G
centralises A modulo N . Then [A, x] ⊂ N ∩ [G,G] = 1 whence x ∈ CG(A) = A.
It follows that A% is self-centralising in G%. Since N 6 A, we obtain a %-induced
isomorphism G/A ∼= G%/A%. Hence, we may regard G% as an extension of A% by Γ;
we see that σ 7→ t%σ is a normalised section for this extension. Parts (i) and (iii) now
follow from §5.2 (note that Z(K[%]) = K),. while (ii) holds by construction. �

Maps, part I

Let D
S−→ E be the map which sends % ∈ D to the (m, r)-structure in part (ii) of

Proposition 6.14. Part (iii) shows that we may regard K[ · ] : % 7→ K[%] as a map

D → A. Finally, let E
P−−−→ A take an (m, r)-structure (L/K, λ, α) ∈ E to the

crossed product L?φ̃ Gal(L/K), where φ̃ = φ.Z2(λ, α). The following is immediate
from Proposition 6.14(iii).

6.15 Corollary. The following diagram commutes.

D
S

����������
K[ · ]

$$IIIIIIIII

E
P

// A/≈ �

From field extensions to representations

For a given (m, r)-structure E ∈ E, we construct a representation % ∈ D such that,
among other things, the (m, r)-structure %. S extracted from % (as defined above) is
equivalent to E.

6.16 Proposition. Let (L/K, λ, α) ∈ E.

(i) Regard α as a linear L-representation of A and let % = α ↑ GA be the induced
representation. If we regard % as a K-representation, then % ∈ D.

(ii) Let φ̃ = φ.Z2(λ, α) ∈ Z2(Gal(L/K), L×). Then there is a K-algebra isomor-

phism K[%]
ξ−→ L?φ̃ Gal(L/K) such that the composite G

%ξ−→ L?φ̃ Gal(L/K) is
given by (σ, a) 7→ uσλ−1 · (aα).

(iii) %. S is equivalent to (L/K, λ, α).

(iv) The natural K[%]-module is the regular one.

Proof.
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• As is well-known [43, p. 215], Ker(%) =
⋂
g∈G Ker(α)g =

⋂
σ∈Γ Ker(α)σ. Since

λ and α are compatible, Ker(α) is Γ-invariant so that Ker(α) = Ker(%).

• We first consider % as an L-representation of G; see [68, p. 238] for background
on induced representations. The natural LG-module associated with % is given
by V =

⊕
σ∈Γ L⊗tσ, the action being the evident one. We regard % as a matrix

representation with respect to the L-basis (1L ⊗ tσ)σ∈Γ of V . We see that if
a ∈ A, then a% = diag

(
(aσ−1)α

)
σ∈Γ

; that is, a% is the diagonal matrix with

entry (aσ−1)α in position (σ, σ). It follows from compatibility of λ and α that
(aσ−1)α = (aα)σ

−1λ−1
.

• Let L̃ = K[A%]. As Ker(α) = Ker(%), the rule x 7→ diag
(
xσ
−1λ−1

)
σ∈Γ

yields

an isomorphism Aα → A%. Since L = K[Aα], we may extend this map to a

K-epimorphism L
θ−→ L̃ (given by the same rule). Now L is a field so that θ is

an isomorphism. Note that by construction, aαθ = a% for a ∈ A.

• As in the proof of Proposition 6.14, we see that (a) A% coincides with its own
centraliser in G% and (b) we obtain a %-induced isomorphism G%/A% ∼= Γ.

The map Γ → G%, σ 7→ t%σ is a normalised section of the composite G%
proj.−−−→

G%/A%
∼=−→ Γ. We may thus regard G% as an extension of A% by Γ. Clearly, the

corresponding cocycle is simply φ.Z2(Γ, A
%−→ A%).

The induced action of Γ on A% is as follows: for a ∈ A and σ ∈ Γ, we have
(aαθ)σ = (a%)σ = (t%σ)−1a%t%σ = (t−1

σ atσ)% = (aσ)% = (aσ)αθ = (aα)σλ
−1
θ.

Hence, the action of Γ on A% is the restriction of the unique Γ-action on L̃
such that θ is Γ-equivariant when Γ acts on L via λ−1.

• Since θ is a K-isomorphism, the above action of Γ on L̃ gives an isomorphism
Γ

µ−→ Gal(L̃/K); also, using §5.2, we obtain an explicit K-isomorphism between

K[%] and L̃ ?ψ Gal(L̃/K), where ψ = φ.Z2(µ−1, A
%−→ L̃×). Using the last step,

we obtain commutative diagrams

A
α //

%   AAAAAAAA L×

θ
��

L̃×

Gal(L̃/K)
µ−1

//

θ( · )θ−1

��

Γ

Gal(L/K)

λ

;;vvvvvvvvvv

Together with §6.1, we obtain an explicit K-isomorphism L̃ ?ψ Gal(L̃/K) ∼=
L?φ̃ Gal(L/K), where φ̃ = φ.Z2(λ, α). This proves (ii).

• Part (i) now follows immediately: A% is homogeneous since L̃ ∼=K L is a field,
Ker(%) = Ker(α) is torsion-free, and Z(K[%]) = K follows from the preced-
ing crossed product description. We also see that θ furnishes an equivalence
between (L/K, λ, α) and %.S = (L̃/K, µ−1, A

%−→ L̃×), which proves (iii).
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• For the final statement, we once again regard % as an L-representation. We
see that t%σ (σ ∈ Γ) is a monomial matrix whose non-zero entry in row τ ∈ Γ is
in column τσ. Let e be a unit vector in V (the natural LG-module for %). We
conclude that V = e ·LG. By the above description of A% and L̃, we see that
the diagonal entries of elements in L̃ exhaust all of L. Thus, e ·L1G = e · L̃.
Hence, e ·LG = e ·KG = e ·K[%]. Since |V : K| = |Γ||L : K| = |K[%] : K|,
part (iv) follows. �

Question 2: existence of representations

We are now in a position to give an affirmative answer to Question 2 from p. 47.

6.17 Corollary. Let G be a group and A J G. Then there exists a faithful repre-
sentation % of G over some number field K such that A% is homogeneous.

Proof. We may assume that G = E(φ), where φ ∈ Z2(Γ, A), A = A(m, r) and
Γ 6 R(m, r). Using Proposition 6.12, we find an (m, r)-structure E = (L/K, λ, α)
over a number field K such that Im(λ) = Γ and α is injective. Now take % = α ↑ GA,
regarded as a K-representation, and apply Proposition 6.16(i). �

6.18 Remark. Since G is polycyclic by Corollary 6.4, there exists a faithful Z-
linear representation of G by the Auslander-Swan theorem [51, 3.3.1]. The point of
Corollary 6.17 is that A acts homogeneously.

6.19 Example. We may use Proposition 6.16 to reinterpret the ad hoc construction
of a nilpotent linear group whose enveloping algebra is a cyclic algebra from §5.3.

Consider the extension of A(m, 2) by Γ =
〈[

1
1 1
. . 1

]〉
6 R(m, 2) given by

G =
〈
e0, e1, e2, g

∣∣∣ em0 = 1, [e1, g] = e0, g
m = e2,

[e0, e1] = [e0, e2] = [e1, e2] = [e0, g] = [e2, g] = 1
〉

;

here A(m, 2) is embedded into G via (x0, x1, x2) 7→ ex0
0 e

x1
1 e

x2
2 . By setting u =

e1 and rewriting relations using e0 = [u, g] and e2 = gm, we see that G is the
group H(m) from §5.3. Suppose that ζm ∈ K and let λ, ν ∈ K×, where Xm −
ν is irreducible over K. Let β = m

√
ν and L = K(β). Define α : A(m, 2) →

L×, (x0, x1, x2) 7→ ζx0
m β

x1λx2 . Let σ ∈ Gal(L/K) be the generator β 7→ β · ζm.

Define an isomorphism Gal(L/K) → Γ via σ 7→
[

1
1 1
. . 1

]
. Then E = (L/K, λ, α) is

an (m, r)-structure over K. We see that if % is the representation of G associated
with E as in Proposition 6.16(i), then G% is the group H from §5.3.

Maps, part II

Let E
T−→ D be the map which sends (L/K, λ, α) ∈ E to the K-restriction of the

L-induced representation α ↑ GA.
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6. Groups with homogeneous maximal abelian normal subgroups

6.20 Corollary. The following diagrams commute.

E
T

����������
P

!!CCCCCCCC

D
K[ · ]

// A/≈

E
T //

proj. !!CCCCCCCC D

S
��

E/≈

D
K[ · ]//

S

��

A/≈

E
T
// D

K[ · ]
OO

Proof. Commutativity of the first two diagrams follows from Proposition 6.16(ii)–
(iii). For the third diagram, use Corollary 6.15 and the first diagram here. �

6.21 Lemma. The maps S, T, P, and K[ · ] preserve the equivalence relations de-
fined above.

Proof. We only define the (canonical) maps establishing the respective equivalences
and omit the easy but tedious verifications that these maps do indeed yield equiv-
alences. For P, the claim follows from §6.1. Let %1, %2 ∈ D be equivalent. Denote
the KG-module corresponding to %i by Vi. Then there exists a KG-module iso-

morphism V1
γ−→ V2. We obtain a K-algebra isomorphism K[%1]

θ−→ K[%2] given by
xθ = γ−1xγ. This proves K[%1] ∼= K[%2]. Furthermore, θ restricts to an isomor-
phism K[A%1 ]→ K[A%2 ] and this map is readily seen to establish the equivalence of
%1. S and %2. S. Let E = (L/K, λ, α) ∈ E and Ẽ = (L̃/K, λ̃, α̃) ∈ E and suppose that

L
θ−→ L̃ furnishes an equivalence between these (m, r)-structures. Using the explicit

matrix constructions in the proof of Proposition 6.16, we may identify the natural
modules V and Ṽ for E.T and Ẽ.T with L|Γ| and L̃|Γ|, respectively. It is readily
checked that θ induces a KG-isomorphism V → Ṽ in its natural action on entries.
This proves that E.T and Ẽ.T are equivalent. �

Question 3: the 1–1 correspondence

We have seen that, up to equivalence, every (m, r)-structure in E arises from a rep-
resentation in D. However, an (m, r)-structure E ∈ E does not uniquely determine
a representation % in D. We will now see that if we restrict attention to irreducible
representations in D, then we do indeed obtain bijections on equivalence classes.
This will provide an answer to Question 3 from p. 47.

6.22 Lemma.

(i) Let % ∈ D and n > 1. Then n · % = %⊕· · ·⊕% ∈ D (n times) and %.S ≈ (n · %).S.

(ii) Let % ∈ D and let π be an irreducible subrepresentation of %. Then π ∈ D and
%.S ≈ π.S. �

Let D0 ⊂ D be the class of irreducible representations in D. Then T induces a map
T0 : E→ D0 which sends an (m, r)-structure E ∈ E to an irreducible constituent of
E.T; note that the irreducible constituents of E.T are all equivalent.
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6.5. Representations, (m, r)-structures, and algebras

6.23 Proposition. The maps S and T0 induce mutually inverse bijections between
D0/≈ and E/≈.

Our proof of Proposition 6.23 below relies on the following simple observation.

6.24 Lemma. Let H
%−→ GL(V ) and H

π−→ GL(W ) be K-representations of a group

H. Let K[%]
θ−→ K[π] be an isomorphism of K-algebras such that %θ = π. Suppose

that % is irreducible. Then π is equivalent to a multiple of %.

Proof. We have (xh%)θ = (xθ)hπ (x ∈ K[%], h ∈ H) whence θ is a KH-module
isomorphism. Also, K[%] (and hence also K[π]) is simple by irreducibility of %.

It is well-known (cf. [66, §3.3]) that V is K[%]-isomorphic (hence KH-isomorphic)
to a minimal right ideal, a say, of K[%]. Hence, V ∼=KH a ∼=KH a θ 6KH K[π]. It
follows that the essentially unique irreducible K[π]-module is KH-isomorphic to V .
The claim follows since W is a homogeneous KH-module by simplicity of K[π]. �

Proof of Proposition 6.23. We freely use Lemma 6.21. If E ∈ E, then Lemma 6.22
and Corollary 6.20 (middle diagram) give E.T0 S ≈ E.T S ≈ E. Now let % ∈
D0. Write (L/K, λ, α) = %. S and let φ̃ = φ.Z2(λ, α). Define π = %.S T. Using
Propositions 6.14 and 6.16, we obtain K-isomorphisms K[%] ∼= L?φ̃ Gal(L/K) ∼=
K[π] such that the two triangles in the diagram

G
π //

%

�� &&MMMMMMMMMMMM K[π]

∼=
��

K[%] ∼=
// L?φ̃ Gal(L/K)

commute, where the diagonal map is (σ, a) 7→ uσλ−1 · (aα). Lemma 6.24 now shows
that % is equivalent to an irreducible constituent of π = %. S T. Thus, % ≈ %. S T0. �

Returning to Question 3 from p. 47, let G be an extension of A = A(m, r) by a
subgroup Γ of R(m, r). We have obtained a natural bijection between (i) equivalence
classes of faithful irreducible K-representations % of G such that A% is homogeneous
and Z(K[%]) = K and (ii) equivalence classes of (m, r)-structures (L/K, λ, α) over K
such that α is injective and Im(λ) = Γ. Moreover, if π is a faithful K-representation
of G such that Aπ is homogeneous and Z(K[%]) = K, then π is a multiple of an
irreducible faithful representation arising from an (m, r)-structure over K.
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Part II.

Irreducibility and primitivity testing
of finite nilpotent linear groups
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7. Abstract ANC groups

Let K have characteristic zero and let A 6 GL(V ) be a homogeneous finite abelian
group. It is easy to see that A is then cyclic. Indeed, A is a subgroup of the
multiplicative group of the field K[A]. As a known consequence, if G 6 GL(V )
is a finite group and A / G is non-cyclic abelian, then A is inhomogeneous and G
admits a non-trivial system of imprimitivity by Clifford’s theorem (Theorem 1.10).
Moreover, Corollary 1.12 applies in this situation. We can therefore either conclude
that G is reducible or irreducibility of G is equivalent to that of another group,
acting in smaller dimension. For the purpose of irreducibility testing of G we may
thus proceed as in the “reduction step” of Algorithm 5.1 (see p. 44).

In this chapter, we show that we may always either (i) construct a non-cyclic
abelian normal subgroup of a finite nilpotent group G 6 GL(V ) or (ii) we can prove
that no such subgroup exists. The latter situation then serves as a base case for ir-
reducibility and primitivity testing of G, in the same way that the “crossed product
case” (see p. 44) was a base case for deciding irreducibility of possibly infinite nilpo-
tent linear groups. Using the well-understood structure of finite nilpotent groups
without non-cyclic abelian normal subgroups, in the following chapters, we will then
proceed further with constructive irreducibility and primitivity testing.

This chapter is based on [74, §§4,5.3].

7.1. Fundamental properties

We call a finite nilpotent group all of whose abelian normal subgroups are cyclic
an ANC group. Denote by D2k , SD2k , and Q2k the dihedral, semidihedral, and
generalised quaternion group of order 2k, respectively. For a finite nilpotent group
H, denote byHp andHp′ the Sylow p-subgroup and p-complement ofH, respectively.
The following is a classification of ANC groups.

7.1 Theorem ([73, Lem. 3]). Let G be a finite nilpotent group. Then G is an ANC
group if and only if

(i) G2 is cyclic or isomorphic to Q8 or to D2k , SD2k , or Q2k (k > 4), and

(ii) G2′ is cyclic.

We will now consider the problem of recognising if a finite nilpotent group is an
ANC group. The following is essentially [21, Lem. 3.6]. The new proof we give for
the “only if” part will lead to a very simple algorithm below.
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7. Abstract ANC groups

7.2 Proposition. Let G be a finite nilpotent group such that [G,G] is cyclic. Write
H = CG([G,G]). Then G is an ANC group if and only if

(i) H2 is cyclic or H2
∼= Q8, and

(ii) H2′ is cyclic.

Proof. Observe that [G,G] 6 Z(H); in particular, H has nilpotency class at most 2.
We first show that conditions (i) and (ii) are sufficient for G to be an ANC group.

By [21, Lem. 3.6(ii)], if Hp is cyclic for some p, then Gp is either cyclic or p = 2,
|G2| > 8, and G2 is dihedral, semidihedral, or generalised quaternion. If H2

∼= Q8,
then [G2, G2] 6 Z(H2) ∼= C2. As G2 is non-abelian, [G2, G2] ∼= C2. Hence, [G2, G2]
is a minimal normal subgroup group of G2 and therefore central. Thus, G2 = H2.

Conversely, let (i) or (ii) be violated. We construct a non-cyclic abelian normal
subgroup of G. We may assume that Hq is cyclic or non-abelian for all primes q, and
that Hp 6∼= Q8 is non-abelian but Z(Hp) is cyclic for some p. If A(h) = 〈h,Z(Hp)〉
were cyclic for all h ∈ Hp, then Hp would contain a unique subgroup of order p,
namely the one contained in Z(Hp). By [68, 5.3.6], Hp would then be cyclic or
generalised quaternion. These cases are ruled out since Hp has class precisely 2 and
Hp 6∼= Q8. Hence, A(h) has to be non-cyclic for some h ∈ Hp. Note that A(h) is
normal in G since [Gp, Gp] 6 Z(Hp). �

7.2. Finding non-cyclic abelian normal subgroups

We introduce NoncyclicAbelian which constructs a non-cyclic abelian normal
subgroup of a finite nilpotent group G or proves that G is an ANC group.

Algorithm 7.1 NoncyclicAbelian(G)

Input: a finite nilpotent group G = 〈g1, . . . , gn〉
Output: a non-cyclic abelian normal subgroup of G or fail if G is an ANC group

1: if G is cyclic then return fail

2: if G is abelian then return G
3: let A / G be abelian
4: loop
5: if A is non-cyclic then return A

6: a← ExponentElement(A), C ← CG(a)
7: if C 66 A, say c ∈ C \A then
8: while [c, g] 6∈ A for some g ∈ G do c← [c, g]

9: A← 〈a, c〉
10: else
11: H ← CG (ExponentElement([G,G]))
12: if Hp is non-cyclic abelian for some p then return Hp

13: if Hp 6∼= Q8 is non-abelian for some p then
14: if Z(Hp) is non-cyclic then return Z(Hp)

15: repeat choose h ∈ Hp, let A← 〈h,Z(Hp)〉 until A is non-cyclic
16: return A
17: return fail
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7.3. The order of a finite homogeneous abelian group

7.3 Remarks.

(i) Regarding the choice of an initial abelian normal subgroup in line 3, the same
comments as in §4.2 apply.

(ii) Note that in lines 7–8, we perform membership tests in cyclic subgroups. In
line 10, A = CG(A) so that G/A embeds into the abelian group Aut(A) whence
[G,G] 6 A is cyclic. The remainder of the algorithm then follows the steps
in the proof of Proposition 7.2; termination is guaranteed provided that in
line 15, we do not choose the same element h twice.

7.3. The order of a finite homogeneous abelian group

In practice, the fields K which we encounter will be finitely generated over Q; in fact,
much stronger restrictions usually apply because of limitations of current computer
algebra systems. In this section, we show that finite homogeneous abelian linear
groups over such fields are (asymptotically) “small”. We will later use this to justify
why certain computations in abelian linear groups can be done efficiently.

Define ξK: N→ N ∪ {∞} by

ξK(d) = sup
(
|A| : A 6 GLd(K) is homogeneous finite abelian

)
.

7.4 Proposition. Let K/Q be finitely generated,

(i) ξK(d) is finite for all d > 1.

(ii) ξK(d) = O(d1+ε) for all ε > 0.

Proof. For m > 1, define ψ(m) = |K(ζm) : K|, where ζm denotes a primitive mth
root of unity within some algebraic closure of K. Let E be the algebraic closure of
Q in K, i.e. the subfield of K consisting of those elements algebraic over Q. Since
K/Q is finitely generated, so is the subextension E/Q by [71, Thm 3.3.5]. As a
finitely generated algebraic extension, E/Q is finite. By basic Galois theory [71,
Cor. 5.5.2], we have ψ(m) = |Q(ζm) : Q(ζm)∩K|. Since Q(ζm)∩K ⊂ E, we obtain

1 6
ϕ(m)

ψ(m)
= |Q(ζm) ∩K : Q| 6 |E : Q|,

where ϕ is Euler’s function. It follows from asymptotic properties of ϕ [36, Thm 327]
that there exists C > 0 such that m 6 C ·ψ(m)1+ε for all m > 1.

Now let d > 1 and G 6 GLd(K) be finite, abelian, and homogeneous of order m,
say. Then K[G] ∼=K K(ζm) and therefore d = |Kd : K[G]| · |K[G] : K| > |K[G] :
K| = ψ(m). Thus, m 6 C ·ψ(m)1+ε 6 C · d1+ε. �
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7. Abstract ANC groups

7.4. Finding inhomogeneous abelian normal subgroups

In order to use Corollary 1.12, we only need an inhomogeneous abelian normal sub-
group of the finite nilpotent group G 6 GL(V ). Instead of attempting to construct
a non-cyclic abelian A / G as in NoncyclicAbelian (Algorithm 7.1), we may
thus consider the task of either finding an inhomogeneous abelian A / G or proving
that G is an ANC group. This can be done by modifying Algorithm 7.1 as follows:
whenever we have found a cyclic A / G, then we test whether it is homogeneous.
If this is not the case, then we return A. Denote the function thus obtained by
InhomogeneousAbelian.

We discuss an advantage of InhomogeneousAbelian over NoncyclicAbelian.
Recall that the latter heavily relies on membership tests and centraliser computa-
tions. These are performed for cyclic subgroups, and in InhomogeneousAbelian,
the cyclic subgroups will be homogeneous. By Proposition 7.4, if K/Q is finitely
generated, then the membership tests and centraliser computations performed by
InhomogeneousAbelian can be done efficiently. However, in our implementation
[76] we nonetheless use NoncyclicAbelian since it performed better during our
experiments.
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8. Irreducibility testing of ANC groups

In the last chapter, we reduced the problem of irreducibility testing of finite nilpo-
tent linear groups to the case of ANC groups. We now develop an algorithm for
irreducibility testing of ANC groups over a range of fields of characteristic zero.
Unless otherwise indicated, let K have characteristic zero.

8.1. Conditions (F1)–(F2) on the ground field

For i > 1, let ζi be a primitive ith root of unity over K; we assume that all the ζi
are contained in some fixed algebraic closure of K. Write En = Q(ζn). For n = 2jm
with m odd and j > 3, define

E±n = Q(ζ
2j
± ζ−1

2j
, ζm).

For 0 6 j 6 2, we let E±n = Em. In addition to the fundamental computational
assumptions on K from Chapter 1, our algorithms for irreducibility and primitivity
testing of finite nilpotent linear groups over K only require the following computa-
tional assumptions (introduced in [74]).

(F1) We can algorithmically factorise univariate polynomials over K.

(F2) For any n > 1, we can decide if x2 + y2 = −1 has a solution in the composite
E+
nK and we can find one such solution whenever it exists.

8.1 Remarks.

(i) As explained in [86], if (F1) is satisfied for K, then it is in fact satisfied for all
finite algebraic extensions of K.

(ii) As we have already mentioned in Chapter 4, (F1) is satisfied for number fields
and for rational function fields over number fields. We will see in the next
chapter that (F2) is also satisfied for these two families of fields.

8.2. Quaternion algebras

In this section, K can be arbitrary of characteristic 6= 2.
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8. Irreducibility testing of ANC groups

Basic properties. Recall that a quaternion algebra over K is a central simple
4-dimensional algebra over K. A quaternion algebra A over K splits if A ∼= M2(K);
otherwise A is a division algebra. Equivalently, A splits if and only if the unique
(up to isomorphism) irreducible A-module has K-dimension 2.

For a, b ∈ K× define
(
a,b
K

)
to be the K-algebra with basis (1, i, j, k) and multipli-

cation i2 = a, j2 = b, ij = k = −ji. Then
(
a,b
K

)
is a quaternion algebra [47, Prop.

III.1.1]. For example,
(
−1,−1

R

)
is the classical algebra of Hamilton’s quaternions.

Every quaternion algebra over K is isomorphic to
(
a,b
K

)
for some a, b ∈ K×; see [47,

Thm III.5.1]. The algebra
(
a,b
K

)
splits if and only if ax2 + by2 = 1 for some x, y ∈ K

(“Hilbert’s criterion”) [47, Thm III.2.7].

Zero divisors and irreducible modules. Fix a quaternion algebra A =
(
a,b
K

)
. The

conjugate of an element x = α+βi+γj+δk (α, β, γ, δ ∈ K) is x = α−βi−γj−δk;
the norm of x

N(x) = xx = xx = α2 − aβ2 − bγ2 + abδ2 ∈ K.

An element x ∈ A is a unit if and only if N(x) 6= 0 [47, Prop. III.2.4]. Note that, as
in every finite-dimensional algebra, an element of A is a zero divisor if and only if
it is not a unit; cf. [72, Thm 18.6].

Suppose that A splits. We wish to find a zero divisor in A or, equivalently, a non-
zero x ∈ A with N(x) = 0. If b is a square in K, say b = q2, then N(1 + q−1j) = 0,
so let

√
b 6∈ K. Since A splits, by [47, Thm III.2.7], there exists z ∈ K(

√
b) with

NK(
√
b)/K(z) = a; here NK(

√
b)/K denotes the usual field norm. Note that (x, y) 7→

x−1+x−1y
√
b maps pairs (x, y) ∈ K2 satisfying ax2+by2 = 1 to solutions z ∈ K(

√
b)

of the norm equation NK(
√
b)/K(z) = a. Given such a solution z, say z = r + s

√
b

(r, s ∈ K), we have a = r2 − bs2 and therefore N(r + i + sj) = 0.

Let 0 6= z ∈ A be a zero divisor. Then the right A-module endomorphism A →
A, x 7→ zx is not injective and hence not surjective. Therefore, its kernel and image
are proper right ideals of A. Conversely, a generator of a proper right ideal of A is
a zero divisor. By comparing dimensions, we see that any proper right ideal of A is
necessarily minimal and therefore an irreducible A-submodule of A.

8.3. ANC groups and their enveloping algebras

This section is based on [75, §7]. For certain ANC groups G 6 GL(V ), including
all the primitive ones, we can give a precise description of K[G] as a quaternion
algebra. This refines the crossed product structure given by §5.2.

For an ANC group G, define ϑ(G) = 1 if G2 is dihedral or semidihedral, and
ϑ(G) = −1 if G2 is generalised quaternion. Further define δ(G) = 1 if G2 is dihedral
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8.3. ANC groups and their enveloping algebras

or generalised quaternion and δ(G) = −1 if G2 is semidihedral. If G2 is cyclic, we
let ϑ(G) = δ(G) = 0.

8.2 Proposition (Cf. [73, §4].). Let G 6 GL(V ) be a non-abelian ANC group which
contains a homogeneous cyclic subgroup A of index 2. Let Z = Z(K[G]). Then Z =

K[A]G/A and K[G] ∼=
(
ϑ(G),−1

Z

)
as Z-algebras. In particular, |K[G] : K[A]| = 2.

Proof. Let g ∈ G be with G = 〈A, g〉 and g2 = ϑ(G) · 1V . Define L = K[A].
By Proposition 5.1, Z = LG/A and K[G] is naturally a crossed product of L by
G/A ∼= Gal(L/Z). In particular, K[G] is simple and |K[G] : Z| = |G : A|2 = 4.
Hence, K[G] is a quaternion algebra over Z.

Let h ∈ A have order 4. Then h 6∈ Z and since |L : Z| = 2, we obtain L = Z[h].
Thus, K[G] = Z[G2] = Z[H], where H = 〈g, h〉. Note that since A is homogeneous,
the unique involution in A is h2 = −1V . Clearly, if ϑ(G) = 1, then H ∼= D8,
otherwise H ∼= Q8. In any case, we have H = {±1V ,±g,±h,±gh} and since |K[G] :

Z| = 4, we see that (1V , g, h, gh) is a Z-basis of K[G]. Evidently, K[G] ∼=Z

(
ϑ(G),−1

Z

)
via g 7→ i and h 7→ j. �

We say that G 6 GL(V ) is split homogeneous if K[G] is simple and split. In
other words, G is split homogeneous if and only if the centre Z of K[G] is a field
and K[G] is a full matrix algebra over Z.

8.3 Corollary. Let G 6 GL(V ) be a non-abelian ANC group and let A / G be
irreducible and cyclic of index 2. Then G is split homogeneous.

Proof. Let Z = K[A]G/A as in Proposition 8.2. We have |V : K[A]| = 1 by irre-
ducibility of A and therefore |V : Z| = 2. If K[G] were non-split, then its unique
irreducible module would have Z-dimension 4. Thus, K[G] ∼= M2(Z). �

The field Z in Proposition 8.2 can be easily determined explicitly as follows.

8.4 Lemma. Let G 6 GL(V ) be a non-abelian ANC group and let A / G be homo-
geneous and cyclic of index 2. Choose generators A2 = 〈x〉 and A2′ = 〈y〉. Then
Z(K[G]) = K[x+ δ(G)x−1, y].

Proof. Write Z = Z(K[G]). Since G/A ∼= C2 acts via x 7→ δ(G)x−1 on A2 and
trivially on A2′ , we see that F = K[x + δ(G)x−1, y] ⊂ Z and K[A] = F [x]. Now x
is a root of T 2− (x+ δ(G)x−1)T + δ(G) ∈ F [T ]. It follows that that |K[A] : F | 6 2.
As |K[A] : Z| = 2, this completes the proof. �

This can be made more explicit in terms of cyclotomic extensions of K.

8.5 Lemma. Let n = 2jm, where m is odd and j > 3.

(i) E±n = Q(ζk
2j
± ζ−k

2j
, ζ`m) for any odd k and ` > 1 with (`,m) = 1.
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8. Irreducibility testing of ANC groups

(ii) Let F/K be some field extension and let α, β ∈ F be primitive 2jth and mth
roots of unity over K, respectively. Then K(α± α−1, β) ∼=K E±nK.

More precisely:

(a) Let f = mpolK(α). Then there is an odd k such that f(ζk
2j

) = 0. The

rule α 7→ ζk
2j

defines a K-isomorphism K(α)
λ−→ E2jK.

(b) Let g = mpolK(α)(β). Then there is an ` with (`,m) = 1 such that

gλ(ζ`m) = 0. The rules α 7→ ζk
2j

and β 7→ ζ`m define a K-isomorphism
K(α, β) → EnK which restricts to a K-isomorphism K(α ± α−1, β) →
E±nK.

Proof. By elementary properties of cyclotomic fields [48, VI, §3] and [48, Thm
VI.1.14], there exists σ ∈ Gal(En/Q) with ζσ

2j
= ζk

2j
and ζσm = ζ`m. Since En/Q

is abelian, E±n /Q is Galois whence (E±n )σ = E±n and (i) follows. Let Ω be an alge-
braically closed extension of K containing all of the ζi. Part (ii) follows from basic
properties of field embeddings [71, Thm 2.8.4], part (i), and the fact that f and gλ

divide the respective cyclotomic polynomials. �

8.6 Corollary. Let G 6 GL(V ) be a non-abelian ANC group of order 2n. Suppose
that G contains a homogeneous cyclic subgroup of index 2.

(i) If ϑ(G) = 1, then G is split homogeneous.

(ii) If ϑ(G) = −1, then G is split homogeneous if and only if −1 is a sum of two
squares in E+

nK.

Proof. The first part is immediate from Proposition 8.2. For (ii), we additionally

use Lemmas 8.4–8.5 and the fact that the quaternion algebra
(
−1,−1
Z

)
splits if and

only if −1 is a sum of two squares in Z. �

8.4. Irreducibility testing of ANC groups

Let G 6 GL(V ) be a non-abelian ANC group and suppose that A / G is cyclic and
homogeneous of index 2. We now describe how irreducibility of G can be tested
and how this is related to condition (F2) from §8.1. We mostly follow [74, §6]; some
differences arise since in [74], we did not argue using quaternion algebras.

8.4.1. Nice generators

First note that we essentially get A from Algorithm 7.1 because, unless G2
∼= Q8,

we necessarily have A = CG([G,G]); if, on the other hand, G2
∼= Q8, then we may

take A = 〈w〉 ×G2′ for any non-central w ∈ G2.
Let A = 〈a〉 and pick g ∈ G2 \ A. Write a = a2a2′ according to A = A2 × A2′ .

Then G2 is dihedral or generalised quaternion if and only if a2a
g
2 = 1V . In these

cases, we have g2 = ϑ(G) · 1V . If G2 is semidihedral (equivalently, a2a
g
2 = −1V ),
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8.4. Irreducibility testing of ANC groups

then either g2 = 1V or (a2g)2 = 1V . In the latter case, we replace g by a2g. We can
therefore assume that G = 〈A, g〉 and g2 = ϑ(G) · 1V .

Define L = K[A] and Z = LG/A. Let h ∈ A have order 4. Then L = Z[h] ∼=Z

Z(
√
−1) 6= Z and we have a Z-algebra isomorphism

(
ϑ(G),−1

Z

)
→ K[G] given by

i 7→ g and j 7→ h; see Proposition 8.2 and its proof.

8.4.2. Finding submodules

Choose an arbitrary non-zero v ∈ V . If v ·K[G] 6= V , then we found a proper K[G]-
submodule of V so suppose that V = v ·K[G]. If |V : L| = 1, then A and hence
G is irreducible. We may thus assume that |V : L| = 2; then K[G] → V, s 7→ vs
is a K[G]-module isomorphism. If K[G] is non-split, then G is irreducible so let us
assume that K[G] splits; the non-split case happens precisely when ϑ(G) = −1 and
−1 is not a sum of two squares in Z.

Since K[G] splits, as explained in §8.2, there is an element z ∈ L with NL/Z(z) =
ϑ(G) and g + z ∈ K[G] is then a zero-divisor. It follows that v(g + z) generates a
proper (in fact irreducible) K[G]-submodule of V . If ϑ(G) = 1, we may take z = ±1.

Let ϑ(G) = −1. Then (x, y) 7→ x+yh defines a bijection between pairs (x, y) ∈ Z2

with x2 + y2 = −1 and solutions z ∈ L of NL/Z(z) = −1. By the following, finding
a proper K[G]-submodule of V is equivalent (up to basic linear algebra) to finding
a solution (x, y) ∈ Z2 of x2 + y2 = −1.

8.7 Proposition. Let ϑ(G) = −1. Suppose that V = v ·K[G] 6= v ·L.

(i) If z ∈ L satisfies NL/Z(z) = −1, then v(g + z) generates a proper K[G]-
submodule of V . Moreover, Ker(g + z) 6= 0.

(ii) If w ∈ V generates a proper K[G]-submodule of V , then there exists a (unique)
z ∈ L with wg = wz and then NL/Z(z) = −1.

Proof.

(i) We already proved the first assertion. Since the quaternion algebra norm
satisfies N(s) = N(s) for s ∈ K[G], we have 0 = N(g + z) = N(g + z) =
(g + z)(g + z). Thus, v(g + z) is a non-trivial element of Ker(g + z).

(ii) Let w ∈ V generate a proper K[G]-submodule of V . Then w ·K[G] has L-
dimension 1 and therefore w ·K[G] = w ·L holds. Hence, wg = wz for some
z ∈ L. We obtain w ·ϑ(G) = wg2 = wzg = wgzg = wzzg = w ·NL/Z(z).
Therefore, NL/Z(z) = ϑ(G). �

By Lemma 8.4, Z is K-isomorphic to E+
nK, where n = |G|/2. We can therefore

test irreducibility of G provided that condition (F2) from §8.1 is satisfied; note that
we can use Lemma 8.5 to make the isomorphism Z ∼=K E+

nK explicit.
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8. Irreducibility testing of ANC groups

8.4.3. An algorithm for irreducibility testing of ANC groups

Assuming conditions (F1)–(F2) from §8.1, the following is an algorithm for irre-
ducibility testing of ANC groups with homogeneous cyclic subgroups of index 2. As
before, we only return generators of submodules for reducible groups.

Algorithm 8.1 IsIrreducibleANC(G,A)

Input: a non-abelian ANC group G 6 GL(V ); a homogeneous cyclic A / G, |G : A| = 2
Output: true if G is irreducible; false and a generator of a submodule otherwise

1: find ϑ(G), g, and a = a2a2′ as described in §8.4.1
2: v ← NonzeroElement(V ), U ← v ·K[A]
3: if U = V then return true

4: if U + Ug < V then return false, x

5: if ϑ(G) = 1 then return false, x(g + 1)

6: if −1 is not a sum of two squares in Z, where Z = K
[
a2 + a−1

2 , a2′
]
, then return true

7: find x, y ∈ Z such that x2 + y2 = −1

8: return false, v
(
g + x+ y · aord (a2)/4

2

)

8.4.4. A remark on fields containing
√
−1

A special case occurs if
√
−1 ∈ K; we may detect this if we assume that (F1) holds.

Condition (F2) is then trivially satisfied. Recall that polynomial factorisation is used
to find the homogeneous decomposition for an abelian group in §4.1.

Suppose that
√
−1 ∈ K and let G 6 GL(V ) be a non-abelian ANC group and

A / G be cyclic with |G : A| = 2. Let h ∈ A have order 4. Then h 6∈ Z(G2) ∼= C2

so h is not scalar. Since h has an eigenvalue in K, it follows that K[h] ⊂ K[A] is
not a field. Thus, A acts inhomogeneously on V . It follows that the assumptions of
Algorithm 8.1 cannot be satisfied if

√
−1 ∈ K. For the purposes of irreducibility or

primitivity testing we may then use Corollary 1.12.
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9. On x2 + y2 = −1

We consider the solubility of the equation x2 + y2 = −1 from §8.4 in the fields of
greatest interest to us: number fields and rational function fields over number fields.
We will see that condition (F2) from §8.1 is satisfied for these fields. We also recall
a known criterion for solubility of x2 + y2 = −1 in a number field and we extend
this to obtain results about solubility in certain field extensions; this will be used in
Chapter 10. This chapter expands [74, §8].

9.1. The case of number fields

In this section, let K be a number field.

Condition (F2). Since we can factorise polynomials over K, we can detect if
√
−1 ∈

K. Assuming that this is not the case, the map (x, y) 7→ x + y
√
−1 is a bijection

between the set of solutions (x, y) ∈ K2 of x2 + y2 = −1 and elements z ∈ K(
√
−1)

with NK(
√
−1)/K(z) = −1. As algorithms for solving relative norm equations for

number fields are available [30, 82], it follows that condition (F2) is satisfied for
number fields. In fact, we use this interpretation as a norm equation to actually
solve x2 + y2 = −1 in practice.

Solubility of x2 +y2 = −1. Both for our theoretical investigations and for practical
applications in algorithms, it will often be important to know (without invoking a
norm equation solver) if x2 +y2 = −1 has a solution in a given number field K. The
fundamental result here is the following.

9.1 Proposition ([29, 16, 33]). −1 is a sum of two squares in K if and only if

(i) K is totally imaginary, and

(ii) |Kp : Q2| is even for all primes p above 2 in K.

9.2 Remark. It is known that unless the number field K has a real embedding, −1
is always a sum of at most 4 squares [16].

Extensions of the ground field. Given K, the conditions in Proposition 9.1 can be
tested algorithmically; see [12, Alg. 4.1.11 & 6.2.9] and [13, Cor. 4.1.27]. However,
recall that in condition (F2), we need to investigate the solubility of x2 + y2 = −1
in an extension E = E+

nK of K. In general, we will have |E : Q| > |K : Q| and,
in practice, it might be infeasible to apply Proposition 9.1 to E even if it can be
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applied to K. The following lemma shows how we may directly read off from K and
n whether conditions (i)–(ii) in Proposition 9.1 hold for E in place of K; part (iii)
in the lemma generalises [29, Cor. 2]. For (r, n) = 1, we denote the order of r + nZ
in (Z/n)× by ord (r mod n); this includes ord (r mod 1) = 1.

9.3 Lemma. Let n = 2jm (m odd) and E = E+
nK.

(i) E is totally imaginary if and only if K is totally imaginary or m > 1.

(ii) If j > 3, then condition (ii) in Proposition 9.1 is satisfied.

(iii) Let j 6 2. Then condition (ii) in Proposition 9.1 is satisfied for E if and only
if ord (2 mod m) · |Kp : Q2| is even for all primes p above 2 in K.

Proof.

(i) If E has a real embedding, then so do the subfields K and Em; in particular,
this implies that m = 1. Conversely, let K have a real embedding and let
m = 1. Since E+

n = E
2j
∩ R is totally real, it follows that E has a real

embedding.

(ii) We have Q(
√

2) = E+
8 ⊂ E. Since |Q2(

√
2) : Q2| = 2 as X2−2 is an Eisenstein

polynomial, the local degrees in condition (ii) of Proposition 9.1 are even.

(iii) Let Q2 be an algebraic closure of Q2. We may assume that ζm and the
completions considered below are all contained in Q2.

Let t = ord (2 mod m). By [13, Prop. 3.5.18], we have |Q2(ζm) : Q2| = t.
Using basic facts on factorisation in number fields [59, II, §8], we see that the
2-adic completions of E = EmK are precisely the (not necessarily distinct)
fields K(ζm), where K is a 2-adic completion of K. By basic Galois theory
[71, Cor. 5.5.2], |K(ζm) : K| divides |Q2(ζm) : Q2|. Hence, a | b | c, where
a = lcm(t, |K : Q2|), b = |K(ζm) : Q2|, and c = t|K : Q2|. Clearly, if b is even,
then so is c. If c is even, then so is a and hence also b. Thus, b ≡ c mod 2. �

Prime powers. The remainder of this section is devoted to proving the following
lemma; it will become important for primitivity testing in §10.3.4. The lemma is
essentially [75, Lem. 8.6] (which is in turn related to [29, Thm 3]). Let n be the
product of the prime divisors of an integer n.

9.4 Lemma. Let n > 1 be odd and let m | n such that n = m. Then x2 + y2 = −1
has a solution in EnK if and only if it has a solution in EmK.

In order to prove Lemma 9.4, we need some auxiliary results. While the following
proposition is certainly known, the author has not been able to locate a reference.

9.5 Proposition. Let n > 1 and m | n.
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(i) The natural map Z/n� Z/m induces an epimorphism (Z/n)×
λ
−−−� (Z/m)×

of groups.

(ii) If n = m, then Ker(λ) = {x+ nZ : x ∈ Z, x ≡ 1 mod m}.

Proof.

(i) If (x, n) = 1 for x ∈ Z, then clearly (x,m) = 1. Hence, we obtain an induced
group homomorphism (Z/n)× → (Z/m)× and it remains to prove that it is
surjective. By the Chinese remainder theorem, we may assume that n and m
are powers of the same rational prime p, say m = pβ. If β = 0, then there is
nothing to prove so let β > 1. The result then follows since x ∈ Z is a unit
modulo pα for α > 1 if and only if it is a unit modulo p; cf. [13, Prop. 4.3.1].

(ii) Let S = {x + nZ : x ∈ Z, x ≡ 1 mod m}. Then |S| = n/m and Ker(λ) ⊂ S.
Since n = m, we have ϕ(n)/ϕ(m) = n/m. Using (i), we obtain |Ker(λ)| = n/m
whence the result follows. �

9.6 Lemma. Let G be a periodic group and let N / G have odd finite order. Then
ord (g) ≡ ord (gN) mod 2 for any g ∈ G.

Proof. Let e = ord (gN) and f = ord (g) so that e | f . If e is even, then so is f .
Conversely, there exists an odd r > 1 with ger = 1 and therefore f | er. Hence, if f
is even, then so is er and hence e. �

Proof of Lemma 9.4. The last two results show that ord (2 mod n) ≡ ord (2 mod
m) mod 2. Clearly, n = 1 if and only if m = 1. Now apply Lemma 9.3. �

9.2. The case of cyclotomic fields

In the special case that K is a cyclotomic field, Proposition 9.1 takes the following
form.

9.7 Corollary ([29, Cor. 2 & Thm 3]). Let n > 1 be odd. Then the following are
equivalent:

(i) −1 is a sum of two squares in En.

(ii) ord (2 mod n) is even.

(iii) −1 is a sum of two squares in Ep for some prime divisor p of n.

Proof. The equivalence (i)↔(ii) follows from Lemma 9.3. Let n =
∏
p∈S p

α(p) be
the prime factorisation of n. By the Chinese remainder theorem, ord (2 mod n) =
lcm

(
ord (2 mod pα(p)) : p ∈ S

)
. The implication (ii)↔(iii) follows since by Proposi-

tion 9.5 and Lemma 9.6, ord (2 mod pα(p)) ≡ ord (2 mod p) mod 2. �
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9.8 Example. Let p be an odd rational prime such that ord (2 mod p) is even, say
ord (2 mod p) = 2r. Then 2r ≡ −1 mod p and so δ2 = ζp, where δ = ζ−2r−1

p . Define

θ = δ
∏r−1
i=0 (δ2i +

√
−1) ∈ Ep(

√
−1) = E4p. Then by [43, Ex. 38.13d], we have

NEp(
√
−1)/Ep

(θ) = ζp
∏r−1
i=0 (1 + ζ2i

p ) = −1. We thus obtain an explicit solution of

x2 +y2 = −1 in Ep and hence (by Corollary 9.7) in any cyclotomic field that admits
a solution. As explained in §8.4, there is an effective bijection between solutions
of x2 + y2 = −1 in Ep and solutions z ∈ Ep(

√
−1) = E4p of the norm equation

NE4p/Ep(z) = −1.

9.3. The case of rational function fields

9.9 Proposition. Let K be any field and let X = (X1, . . . , Xr) be algebraically
independent over K. Then −1 is a sum of ` squares in K(X) if and only if it is a
sum of ` squares in K.

Proof. The case r = 1 is [47, Cor. IX.1.2(ii)]; repeated application then gives the
desired result. �

By Proposition 3.11, if E/K is finite, then X remains algebraically independent
over E. Hence, we may apply the above results on solubility of x2 + y2 = −1 in a
number field to the case of a rational function field over a number field. In particular,
rational function fields over number fields satisfy condition (F2).

76



10. Primitivity testing of ANC groups

We develop an algorithm for primitivity testing of ANC groups over fields satisfying
conditions (F1)–(F2). In the important special case of number fields, we obtain
simplifications. Unless otherwise indicated, let K have characteristic zero. This
chapter is based on [75, §8].

10.1. Basic facts regarding imprimitivity

We collect some known and elementary facts; K can be arbitrary in this section.

10.1 Lemma. Let G 6 GL(V ) be irreducible and U < V .

(i) U is a block for G if and only if |V : K|/|U : K| = |G : StabG(U)|.

(ii) If U is a block for G, then StabG(U) acts irreducibly on U .

Proof. See [85, Thm 15.1(iii)] and [85, Thm 15.3]. �

10.2 Lemma. Let G 6 GL(V ) be irreducible and let H < G. Then H is a block
stabiliser for G if and only if there exists an irreducible K[H]-submodule U 6 V
with |V : K|/|U : K| = |G : H|. In this case, H = StabG(U) and U is a block for G.

Proof. The “only if” part follows from Lemma 10.1. Let U 6 V be a K[H]-
submodule with |V : K|/|U : K| = |G : H|. Then

∑
g∈G Ug = V by irreducibility

of G. The number of distinct subspaces Ug is |G : StabG(U)| 6 |G : H|. Let
T be a right transversal of StabG(U) in G. Then V =

∑
t∈T Ut and therefore

|V : K| 6 |T | · |U : K| 6 |G : H| · |U : K| = |V : K|. Hence, H = StabG(U) and
V =

⊕
t∈T Ut whence U is a block for G. �

10.3 Lemma. Let G 6 GL(V ) be irreducible and let H < G with |G : H| = 2.

(i) If U < V is an irreducible K[H]-submodule, then U is a block for G.

(ii) H is a block stabiliser for G if and only if H is reducible.

Proof. Let g ∈ G \ H. Given an irreducible K[H]-submodule U < V , we have
U 6= U +Ug = V by irreducibility of G. As U and Ug are distinct irreducible K[H]-
submodules, U ∩ Ug = 0. This proves (i); part (ii) then follows immediately. �

10.4 Lemma. Let G 6 GL(V ) be an irreducible nilpotent group. If G is imprimitive,
then G admits a system of imprimitivity of prime size.
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Proof. Let U be a non-trivial system of imprimitivity for G, say |U| = r. A prim-
itive permutation representation of G has prime degree [85, Lem. 5.1]. Since an
imprimitive action of G on U yields a smaller system of imprimitivity for G, the
result follows by induction on r. �

10.5 Corollary. Let G 6 GL(V ) be an irreducible nilpotent group. Then G is
imprimitive if and only if a prime index subgroup of G is a block stabiliser. �

Given a system of imprimitivity for G of composite size, we may use standard
permutation group algorithms [39, Ch. 4] to construct one of prime size. This will
become relevant for estimating the computational difficulty of constructing a block;
see §10.3.3.

10.2. Primitivity testing of abelian groups

Primitivity of irreducible finite abelian linear groups in characteristic zero can be
easily tested. In §10.3, primitivity of a non-abelian ANC group G 6 GL(V ) will be
shown to be connected to that of an irreducible abelian normal subgroup of G. It is
therefore worthwhile to discuss the finite abelian case in detail. For a group G and
n > 1, we write Gn = 〈gn : g ∈ G〉.

As explained in Chapter 7, a finite irreducible (or merely homogeneous) abelian
group G 6 GL(V ) is cyclic. The maximal subgroups of G are then precisely of the
form Gp, where p is a prime divisor of |G|.

10.6 Proposition. Let G 6 GL(V ) be a finite irreducible cyclic group and let
p be a prime divisor of |G|. Then Gp is a block stabiliser for G if and only if
|K[G] : K[Gp]| = p. If this is the case, then any 1-dimensional K[Gp]-subspace of
V is a block for G.

Proof. The subgroup Gp is itself homogeneous. An irreducible K[Gp]-submodule of
V is the same thing as a 1-dimensional K[Gp]-subspace of V . Let U 6 V be one of
these. Then |U : K| = |K[Gp] : K| and therefore |V : K|/|U : K| = |K[G] : K[Gp]|.
Now apply Lemma 10.2. �

10.7 Remark. Let G and p be as in Proposition 10.6. Then |K[G] : K[Gp]| =
|EnK : En/pK| 6 |En : En/p| = ϕ(n)/ϕ(n/p), where ϕ is Euler’s function and
n = |G|. Thus, if p2 - n, then |K[G] : K[Gp]| 6 p− 1. Consequently, if Gp is a block
stabiliser for G, then p2 | n. The converse holds for K = Q but not in general.
For example, 〈ζp2〉 6 GL1(Ep2) is primitive; note that linear groups of degree 1 are
vacuously primitive, since there are no proper subspaces at all and hence neither
proper submodules nor blocks.

10.8 Remark. Suppose that K/Q is finitely generated. By Proposition 7.4, the
order |G| in Proposition 10.6 is then “small”. Thus, it is feasible to test primitivity
of G by looping over all primes p with p2 | |G| and testing if |K[G] : K[Gp]| = p
for any of them. In practice, we will know a generator, g say, of G. The degree
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|K[G] : K[Gp]| can then be effectively computed using the degrees of the minimal
polynomials of g and gp.

10.3. Primitivity testing of ANC groups

In this section, we describe how primitivity of an irreducible non-abelian ANC group
G 6 GL(V ) can be tested. By Corollary 10.5, it suffices to test if some maximal
subgroup of G is a block stabiliser. The maximal subgroups of G can easily be
described (Section 10.3.1). In §10.3.2, we will see that in order to test if some
maximal subgroup H < G is a block stabiliser, it is not necessary to construct an
irreducible K[H]-submodule of V . We also describe the construction of a block for
G in the case that H is found to be a block stabiliser. In the important cases that
K is a number field, a rational function field over a number field, or

√
−1 ∈ K, we

describe simplifications in §§10.3.4–10.3.5.
Throughout this section, G 6 GL(V ) is an irreducible non-abelian ANC group

and A/G is cyclic with |G : A| = 2. We assume that A is irreducible; otherwise, we
obtain a (non-trivial) system of imprimitivity for G via Lemma 10.3.

10.3.1. Maximal subgroups of G

Recall that G = 〈a, g〉, where A = 〈a〉 and g2 = ϑ(G) · 1V . In practice, such elements
can be found as explained in §8.4.1. Write a = a2a2′ according to A = A2×A2′ . The
two subgroups of index 2 in G (distinct from A) are H1 = 〈a2, g〉 and H2 = 〈a2, a2g〉.
If p is an odd prime divisor of |G|, then Gp = 〈ap, g〉 is the unique subgroup of index
p in G. Recall from §10.2 that if K/Q is finitely generated, then |A|, and hence also
|G| = 2|A|, is “small” in terms of |V : K|. Hence, if K/Q is finitely generated, then
it is feasible to loop over all maximal subgroups of G. Also note that if H < G is
any maximal subgroup of G, then H is itself an ANC group.

10.9 Lemma. Let H < G be a maximal subgroup with A 6= H, say |G : H| = p.

(i) |H : Ap| = 2.

(ii) Ap = CH(Ap) unless G2
∼= Q8 and p = 2.

(iii) If G2
∼= Q8 and p = 2, then H ∼= A is irreducible.

Proof. Parts (i) and (ii) follow from the above description of the maximal subgroups
of G; for (ii), note that unless G2

∼= Q8 and p = 2, the group H is non-abelian whence
Ap is maximal abelian and therefore self-centralising in H.

Let G2
∼= Q8 and p = 2. Let Z = Z(K[G]). By Lemma 8.4, we have Z = K[G2′ ].

Since A2
∼= C4 is irreducible over Z but non-central, X2 + 1 is irreducible over Z

so that |V : Z| = 2. We see that irreducibility H over K is equivalent to that of
H2
∼= C4 over Z. Let H2 = 〈h〉. The minimal polynomial f of h over Z has degree

at most 2 and it divides X4 − 1 = (X + 1)(X − 1)(X2 + 1), where all factors are
irreducible. Hence, f = X2 + 1 and H2 is indeed irreducible over Z. �
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10.10 Corollary. Every maximal subgroup of G is homogeneous.

Proof. If A 6= H < G is maximal, then K[H] is simple by Proposition 8.2 and
Lemma 10.9. �

10.3.2. A characterisation of block stabilisers

Let A 6= H < G be a maximal subgroup of index p. We derive conditions for H to
be a block stabiliser for G. In view of Lemma 10.9, if G2

∼= Q8, then we also assume
that p is odd.

10.11 Lemma. H is a block stabiliser for G if and only if |K[A] : K[Ap]| = p and
H is split homogeneous.

Proof. By irreducibility of A, we have |V : K[A]| = 1. Let U 6 V be an irreducible
K[H]-submodule. Since H is homogeneous by Corollary 10.10, it acts faithfully on
U . Proposition 8.2 shows that |U : K[Ap]| = 2λ, where λ = 0 or λ = 1, depending
on whether H is split homogeneous or not. Thus, it follows from Lemma 10.2 that
H is a block stabiliser for G if and only if |G : H| = |V : K|/|U : K|. This is
equivalent to p = 2−λ|K[A] : K[Ap]|. Since |K[A] : K[Ap]| 6 p, the latter condition
is satisfied precisely when λ = 0 and |K[A] : K[Ap]| = p. �

It remains to decide if the various maximal subgroups H < G are split homoge-
neous. Among the two subgroups H1 and H2 of index 2 in G (see §10.3.1), we may
ignore H2 by the following.

10.12 Lemma. If H2 is a block stabiliser for G, then so is H1.

Proof. Note that the condition |K[A] : K[A2]| = 2 in Lemma 10.11 is the same for
H1 and H2. The result follows since if H1 is not split homogeneous, then ϑ(H1) =
−1. However, this only happens for ϑ(G) = ϑ(H2) = −1, whence H2 is not split
homogeneous by Corollary 8.6(ii). �

We can therefore test primitivity of G by using Lemma 10.11 and Corollary 8.6 as
follows: we simply test if H1 or any of the subgroups Gp (where p is an odd prime
divisor of |G|) is a block stabiliser. Note that in order to merely decide primitivity
of G without constructing a block, we do not need to actually solve any of the
equations x2 + y2 = −1 in Corollary 8.6(ii).

10.3.3. Constructing a block

Setup. Let G = 〈a, g〉 be as in §10.3.1. Suppose that H < G is a maximal subgroup
of index p which is a block stabiliser for G. By Lemma 10.12, we may assume that
ϑ(G) = ϑ(H) and that H = 〈b, g〉, where b = ap.

We now consider the construction of a block for G which is stabilised by H. Since
H is homogeneous (Corollary 10.10), this is equivalent to constructing an irreducible
K[H]-submodule of V (Lemmas 10.1–10.2). What follows is a slight variation of the
general method for irreducibility testing of ANC groups described in §8.4.

80



10.3. Primitivity testing of ANC groups

Dihedral and semidihedral case. First, let ϑ(G) = 1 (and so ϑ(H) = 1). Since
g is not scalar but g2 = 1, there exists 0 6= v ∈ V with vg = ±v. It follows that
v ·K[H] = v ·K[b] is irreducible as a K[b]-module and hence also as a K[H]-module.

Generalised quaternion case. Now let ϑ(G) = −1. Let |G| = 2n. Define L =
K[b] and Z = Z(K[H]); note that Lemmas 8.4–8.5 give us an explicit isomorphism
between the towers L/Z/K and En/pK/E

+
n/pK/K. Since H is split homogeneous

(Lemma 10.11), −1 is a sum of two squares in Z (Corollary 8.6(ii)). Equivalently,
there exists z ∈ L with NL/Z(z) = −1. Since H is reducible by assumption, the
regular K[H]-module is a direct summand of V as a K[H]-module. It thus follows
from Proposition 8.7 that Ker(g + z) 6= 0. Choose a non-zero v ∈ Ker(g + z). Then
v ·K[H] = v ·K[Ap] is an irreducible K[H]-submodule. Conversely, we recover a
solution z ∈ L of NL/Z(z) from any generator of an irreducible K[H]-submodule of
V as in Proposition 8.7(ii).

As we remarked in §10.1, given any non-trivial system of imprimitivity for G, we
may construct one of prime size. Let G 6 GL(V ) be an irreducible imprimitive ANC
group. Suppose that G2

∼= Q2j (j > 3) and that the cyclic subgroup of index 2 in
G is irreducible, Then finding a non-trivial system of imprimitivity is equivalent to
solving x2 + y2 = −1 in one of the fields Z corresponding to a maximal subgroup
H < G (of odd index if j = 3; see Lemma 10.9) which is a block stabiliser. Note
that there may in general be different possible choices for H and hence for Z.

10.3.4. Block stabilisers over number fields

We show that if K is a number field, then in the majority of cases, the simple
condition |K[A] : K[Ap]| = p already determines if H < G with |G : H| = p prime
is a block stabiliser for G.

10.13 Proposition. Suppose that K is a number field. Let H < G be a maximal
subgroup of index p with ϑ(G) = ϑ(H). Suppose that one of the following conditions
is satisfied: p is odd, ϑ(G) = 1, or |G2| > 32. Then H is a block stabiliser for G if
and only if |K[A] : K[Ap]| = p.

Proof. By Lemma 10.11, |K[A] : K[Ap]| = p is necessary for H to be a block
stabiliser. It remains to determine if H is split homogeneous. Let n = |A| and
suppose that |K[A] : K[Ap]| = p. If ϑ(G) = 1, then H is split homogeneous by
Corollary 8.6(i) and the result follows.

Let ϑ(G) = −1. Define the logical value s(F ) for a field F to be true precisely
when −1 is a sum of two squares in F . Since G is split homogeneous by irreducibility
of A (Corollary 8.3), we know that s(E+

nK) is true. Write n = pam for p - m. As
we noted in Remark 10.7, a > 2. Let p be odd. By Lemma 9.4, we have s(E+

nK) =
s(Epa(E+

mK)) = s(Epa−1(E+
mK)) = s(E+

n/pK). Hence, H is split homogeneous and
thus a block stabiliser for G. Finally, let p = 2. Then a > 4 by assumption. Since
s(E+

nK) is true, so is s(E+
n/2K) by Lemma 9.3. �
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10. Primitivity testing of ANC groups

Recall that the case G2
∼= Q8 and p = 2 is ruled out by Lemma 10.9, i. e. none of

the subgroups of index 2 of G can be a block stabiliser in this situation. Thus, for
a maximal subgroup H < G of index p, Proposition 10.13 covers all cases but one:
G2
∼= Q16 and p = 2. In this case, Z(K[H]) ∼=K E+

4mK = EmK (where |G| = 16m),
and we may apply Lemma 9.3(iii) to decide ifH is split homogeneous; note that EmK
is totally imaginary since this is the case for Z(K[G]) ∼=K E+

8mK = (EmK)(
√

2).

10.3.5. Other fields

Function fields. Let E be a number field and K = E(X), where X = (X1, . . . , Xr)
is algebraically independent over E. Then Proposition 10.13 remains valid for such a
field K. Indeed, using the facts from §3.6 and Proposition 9.9, we see that x2 +y2 =
−1 has a solution in E+

nK if and only if it has a solution in E+
nE (any n > 1).

The proof of Proposition 10.13 now immediately carries over to this case, as do the
comments following it.

Fields containing
√
−1. Suppose that K is a field of characteristic zero with

√
−1 ∈

K and such that (F1) is satisfied. We now briefly discuss how we may test primitivity
of finite nilpotent linear groups over K under these assumptions.

Given an irreducible finite nilpotent group G 6 GL(V ), we can use the function
NoncyclicAbelian (Algorithm 7.1) and either (i) construct a non-cyclic abelian
normal subgroup and hence a system of imprimitivity for G, or (ii) we can prove
that G is an ANC group. As shown in §8.4.4, if G is a non-abelian ANC group and
A / G is cyclic with |G : A| = 2, then A is necessarily inhomogeneous if

√
−1 ∈ K.

It therefore only remains to test primitivity of cyclic groups, which can be done as
in §10.2.
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11. Algorithms for irreducibility and
primitivity testing

In this chapter, we describe our main algorithms for irreducibility and primitivity
testing of finite nilpotent linear groups. We also comment on our implementation in
the Magma-package finn and provide sample run-times. Throughout this chapter,
we assume that K is a field of characteristic zero such that conditions (F1)–(F2)
from §8.1 are satisfied. This chapter is based on [74, §§7,9] and [75, §§9–10].

11.1. An algorithm for irreducibility testing of finite
nilpotent groups

We are now in a position to describe our main algorithm for irreducibility testing of
finite nilpotent linear groups over K. In contrast to Algorithm 5.1, Algorithm 11.1
is fully constructive: a proper submodule is constructed whenever it exists. Note
that, as in Chapter 5, we only return generators of such submodules.

Algorithm 11.1 IsIrreducible(G) (finite case, fully constructive)

Input: a finite nilpotent G 6 GL(V )
Output: true if G is irreducible or false and a generator of a proper submodule

1: loop
2: if G is abelian then
3: homg ← HomogeneousDecompositionAbelian(G)
4: if |homg | > 1 then return false, NonzeroElement(homg [1])

5: x← NonzeroElement(V )
6: if x ·K[G] < V then return false, x else return true

7: A← NoncyclicAbelian(G)
8: if A = fail then let A be a cyclic subgroup of index 2 in G

9: homg ← HomogeneousDecompositionAbelian(A), U ← homg [1]
10: if |homg | = 1 then return IsIrreducibleANC(G,A)

11: if G acts intransitively on homg then return false, NonzeroElement(U)

12: G← Im(θ), V ← U where StabG(U)
θ−→ GL(U) is the induced action

11.1 Remark. If we only wish to decide irreducibility without ever construct-
ing a submodule, then Algorithm 11.1 can be naturally simplified. In this case
we do not need to actually solve any of the equations x2 + y2 = −1 arising in
IsIrreducibleANC (Algorithm 8.1). In this situation, condition (F2) can there-
fore be relaxed to
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11. Algorithms for irreducibility and primitivity testing

(F2[) For any n > 1, we may decide if x2 + y2 = −1 has a solution in E+
nK.

11.2. An algorithm for primitivity testing of finite nilpotent
groups

What follows is an algorithm for primitivity testing of irreducible finite nilpotent
linear groups over K. For the important case of number fields, we illustrate how the
specialised techniques described in §10.3.4 can be applied (see lines 11–13).

To simplify our pseudo-code, for an imprimitive group G we return a block for G
instead of a full system of imprimitivity. The system of imprimitivity containing a
given block can be obtained using an orbit-stabiliser computation [39, §4.1].

Algorithm 11.2 IsPrimitive(G)

Input: an irreducible finite nilpotent G 6 GL(V )
Output: true if G is primitive, or false and a block for G

1: if G is abelian then
2: if there exists a prime p with p2 | |G| and |K[G] : K[Gp]| = p then
3: return false, NonzeroElement(V ) ·K[Gp]

4: return true

5: A← NoncyclicAbelian(G)
6: if A = fail then let A be a cyclic subgroup of index 2 in G

7: if A is inhomogeneous then return false, HomogeneousDecompositionAbelian(A)[1]

8: find ϑ(G) and g 6∈ A with g2 = ϑ(G) · 1V as in §10.3.1
9: if A is reducible then return false, NonzeroElement(V ) ·K[A]

10: S ←
{
p : p is an odd prime with p2 | |G| and |K[A] : K[Ap]| = p

}
11: if K is a number field then
12: q ← ϑ(G) = 1 or |G2| > 32 or(

G2
∼= Q16 and ord (2 mod |G2′ |) · |Kp : Q2| is even for all primes p | 2 of K

)
13: if |K[A] : K[A2]| = 2 and q = true then S ← S ∪ {2}
14: else
15: if G2 6∼= Q8 and |K[A] : K[A2]| = 2 then S ← S ∪ {2}
16: if ϑ(G) = −1 then S ←

{
p ∈ S : ∃x, y ∈ E+

n/pK. x
2 + y2 = −1

}
, where n = |A|

17: if ∃p ∈ S then
18: if ϑ(G) = 1 then b← 1V else find b ∈ K[Ap] with b · bg = −1V

19: return false, NonzeroElement(Ker(g − b)) ·K[Ap]

20: return true

11.2 Remarks.

(i) As explained in §10.3.3, solving the norm equation b · bg = −1V in line 18 is
equivalent to solving x2 + y2 = −1 in K[Ap]G ∼= E+

n/pK, where n = |A|; we

can do this since we assumed that condition (F2) holds for K.

(ii) Similar to the case of irreducibility testing above, Algorithm 11.2 can be sim-
plified if we only wish to decide primitivity of G without ever constructing a
block. Again, condition (F2) can then be weakened to (F2[).
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(iii) Because of randomisations employed in NoncyclicAbelian (Algorithm 7.1),
different applications of IsPrimitive to a given group G may produce different
subgroups A in line 5. As a consequence, repeated calls of IsPrimitive can
return different systems of imprimitivity for the same input group. Further
note that a system of imprimitivity obtained using IsPrimitive will in gen-
eral be refinable. Repeated application can be used to obtain a non-refinable
system of imprimitivity; cf. [85, Lem. 15.2].

11.3. The use of congruence homomorphisms

Intrinsic computations. In contrast to Algorithm 5.1, the above two algorithms
do not depend on a congruence homomorphism mapping the input group to a linear
group over a finite field. In practice, however, congruence homomorphisms are
valuable here too.

Note that for a finite G 6 GLd(K), a congruence homomorphism G → Gφ with
torsion-free congruence subgroup is an isomorphism. Many of the computation in
Algorithms 11.1–11.2 only rely on intrinsic group-theoretic properties of G. In prac-
tice, such computations for matrix groups over finite fields are usually considerably
faster than their counterparts in characteristic zero. In our implementation, we
therefore perform such intrinsic computations in the congruence image Gφ. For ex-
ample, we compute a non-cyclic abelian normal subgroup of Gφ (or prove that none
exists) and then lift it to a subgroup of G.

Lifting. We now briefly describe the details of the aforementioned lifting step.
Define a signature Σ (in the sense of universal algebra; cf. [15, Ch. 1]) consisting
of the following operations: multiplication ·, commutation [−,−], conjugation ˆ (all
binary), and a unary exponentiation (−)n for each n ∈ Z. Of course, groups are
naturally Σ-algebras.

We assume that G above is given by a finite generating sequence, (g1, . . . , gn)
say. Let Fn be the free Σ-algebra on n symbols x1, . . . , xn. We then have natural
Σ-homomorphisms from Fn onto G and Gφ rendering

Fn

~~~~~~~~~~
λ

!!BBBBBBBB

G
φ // Gφ

commutative. All our computations in Gφ produce elements which are Σ-words in
gφ1 , . . . , g

φ
n. For each element h ∈ Gφ constructed as part of our algorithms, we store

a pair (h, f) ∈ Gφ × Fn with h = fλ. In this way, we can effectively compute hφ
−1

by evaluating f in G.
The main reason why we use Σ-words instead of words in the free group on n

generators is that several of our algorithms construct commutators c = [c1, . . . , cr].
The length of such an element c as a group word is exponential in r but it is linear as a
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11. Algorithms for irreducibility and primitivity testing

Σ-word. In practice, working with group words can thus be prohibitively expensive.
Recall from §2.6 and §3.8 that over number fields and rational function fields over
number fields, nilpotent linear groups have small nilpotency class in terms of the
degree.

Finally, we chose Σ-words over straight-line programs since evaluating the latter
involves matrix inversion which can be expensive in practice. Our method only
involves inverses of the defining generators of G and these are computed by the
matrix group constructor of Magma.

11.4. The Magma package finn

The Magma-package finn [76] contains an implementation of our algorithms for
irreducibility and primitivity testing of finite nilpotent linear groups G 6 GL(V ),
where the underlying field K is a number field or a rational function field over a
number field. We note that the core functions provided by finn have been included
in Magma V2.17.

Since our algorithms for irreducibility and primitivity testing share common in-
gredients, we provide a function which simultaneously tests irreducibility and prim-
itivity of a finite nilpotent linear group. This function will thus determine if the
input group is (a) reducible, (b) imprimitive but irreducible, or (c) primitive. In
the cases (a)–(b), it will then proceed to construct a submodule (resp. a system
of imprimitivity), unless the user requested to merely decide to which of the three
classes (a)–(c) the input group belongs.

11.5. Example run-times

All run-times below were obtained on an Intel Xeon E5440 with 16GB RAM running
the 64-bit version of Magma V2.17-3 under Linux. Up to differences arising from
randomisations (see below), the examples below are available in finn.

11.5.1. Irreducibility testing for K = Q

The main focus of our implementation has been on the case of linear groups over
the rationals. In this situation, our implementation competes with functionality
built into Magma V2.16. The following is from the “Summary of New Features in
Magma V2.16” (available from the Magma website [55]):

A new Meataxe algorithm has been developed for splitting general A-
modules, where A is a finite dimensional matrix algebra defined over
the rational field. This yields an effective algorithm for decomposing a
module into indecomposable summands.

Note that this solves a more general problem than our algorithm.
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Table 11.1 shows run-times of irreducibility testing for linear groups over the
rationals. The examples given cover many of the cases that can occur within Al-
gorithm 11.1. For each group, we give data on the group (“group”), its degree
(“deg”), the number of defining generators (“gens”), an entry (“irr?”) indicating
whether the group is irreducible, and the dimension of the submodule constructed
by our algorithm in the reducible case (“dim”). We also give approximations of
the largest absolute values of the numerators (“num”) and denominators (“den”)
of the matrix entries in the defining generators. Next, the time in seconds (unless
otherwise indicated) irreducibility testing took using our algorithm is given under
“time-f ”. Finally, we also give the time (“time-M”) it took for the Magma func-
tion IndecomposableSummands to decompose the natural QGi-module (obtained
using the Magma function GModule) into a direct sum of irreducibles.

group deg gens num den irr? dim time-f time-M
G1
∼= Q8gQ8 (central prod.) 16 5 1 1 no 4 0.01 0.15

G2
∼= W2,5 ×W3,2 22 11 1 1 no 16 0.02 19.37min

G3
∼= C4

2 oC2
2 8 8 25391 2156 no 4 0.02 0.01

G4 (order 576, class 3) 14 8 1.55 · 1010 1.99 · 108 no 4 0.02 0.02
G5 (order 16,384, class 4) 16 14 2.50 · 1010 3.14 · 109 no 8 0.10 0.02
G6
∼= (Q8×C5)⊗W3,2 48 8 2 1 yes – 0.08 30.06min

G7
∼= C3 nC2

3 18 3 7.60 · 106 3.13 · 105 no 6 0.03 0.27
G8
∼= (Q16×C3)⊗W3,2 96 10 137 24 yes – 0.52 0.97

G9
∼= D32×C11 80 5 3.00 · 108 2.08 · 106 yes – 0.10 2.67

G10
∼= W2,5 ⊗W3,2 96 11 1 1 yes – 0.38 3h 29min

G11
∼= 51+2 100 5 1 1 no 20 0.17 122.78

G12
∼= Q32×C11 160 5 1 1 no 80 0.26 2h 40min

G13 = G2 22 100 1 1 no 16 0.12 27min
G14 = Gx3 8 8 3.20 · 1032 5.22 · 1029 no 4 0.08 0.05

Table 11.1. Irreducibility testing over the rationals

The group Wp,i is Cp o · · ·oCp (i factors) realised as an irreducible Sylow p-subgroup
of GLd(Q), where d = (p−1)pi−1; see §2.5. We did not use the “natural” generating
sets for any of the groups in Table 11.1. Instead, we added a randomisation step by
applying the product replacement algorithm [11] to copies of the original generating
sets. The groups G2 and G13 only differ in their defining generating sets; G14 is a
conjugate of G3. These two examples are meant to illustrate the impact the number
of generators (resp. the size of the entries in the matrices) has on the performance
of our algorithm.

For G12, constructing a submodule amounts to solving x2 + y2 = −1 in E+
16 ·11;

cf. §8.4. In fact, x2 + y2 = −1 can be solved in E11. As remarked in Example 9.8,
explicit solutions of these equations are known over cyclotomic fields whenever they
exist; finn then uses these. We do not provide run-times for cases where a norm
equation solver is actually used since, apart from small examples and special cases,
such computations are infeasible. Apart from this exceptional behaviour involving
x2 + y2 = −1, in our experiments over the rationals, constructing submodules took
little extra time in addition to deciding irreducibility.
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11.5.2. Irreducibility testing over other fields

To illustrate the performance of our algorithm over extensions of Q, we now consider
groups over the fields Q(γ) and Q(X), where γ satisfies γ3 − γ2 + 1 = 0 and X is
transcendental over Q. As input groups, we use (irrational) conjugates Gi,γ and
Gi,X of Gi in GLdi(Q(γ)) and GLdi(Q(X)), respectively, where di is the degree of
Gi (see Table 11.1). The conjugating matrices were chosen such that no additional
coefficient explosion occurred in the transition from Gi to Gi,γ or Gi,X ; here the
“coefficients” are those of the rational polynomials used to represent field elements.

It turns out that each of the groups Gi,γ (resp. Gi,X) is irreducible over Q(γ)
(resp. Q(X)) if and only if Gi is irreducible over Q. In Tables 11.2–11.3, we list the
resulting run-times obtained using our algorithm (“time-f ”, as above). For reducible
groups, the columns labelled “vector-mode” show how long it took to construct a
vector which generates a proper submodule. The discrepancies between the full times
and those in “vector-mode” for the groups G12,γ and G12,X arose from coefficient
explosions occurring in the construction of a submodule.

Since run-times of basic linear algebra quickly increase as the underlying field
K becomes “larger” and, furthermore, the underlying linear algebra in Magma is
heavily optimised over the rationals, in practice, K is restricted to being a “small”
extension of Q; [76] provides further irrational conjugates of the Gi that illustrate
this.

group time-f vector-mode
G1,γ 0.04 0.04
G2,γ 0.09 0.08
G3,γ 0.04 0.03
G4,γ 0.21 0.19
G5,γ 1.49 1.38
G6,γ 0.70 –
G7,γ 0.61 0.55
G8,γ 30.18 –
G9,γ 8.71 –
G10,γ 1.75 –
G11,γ 4.12 3.79
G12,γ 22.73 2.42
G13,γ 0.43 0.38
G14,γ 0.14 0.12

Table 11.2. Irred. testing over Q(γ)

group time-f vector-mode
G1,X 0.09 0.07
G2,X 0.32 0.27
G3,X 0.21 0.15
G4,X 1.07 0.92
G5,X 26.15 20.81
G6,X 2.18 –
G7,X 4.00 3.12
G8,X 5.37min –
G9,X 28.40 –
G10,X 4.22 –
G11,X 32.96 25.24
G12,X 12h 34min 5.05
G13,X 1.17 0.83
G14,X 1.60 1.12

Table 11.3. Irred. testing over Q(X)

11.5.3. Primitivity testing over Q

Table 11.4 shows run-times for primitivity testing over the rationals. In addition
to information as in Table 11.1, we indicate whether the group was found to be
primitive (“prim?”). For an imprimitive group, we also give the size of the system
of imprimitivity constructed (“size”). Two different run-times (all in seconds) of
primitivity testing are given for each group. The first (“total”) includes irreducibil-
ity testing and the construction of a system of imprimitivity in the imprimitive
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case. We then repeated the computation without testing irreducibility and without
ever constructing a system of imprimitivity; the resulting run-time is also shown
(“decide”). All the groups considered here are irreducible.

group deg gens num den prim? size total decide

H1
∼= 51+2 20 4 7 3 no 5 0.02 0.01

H2
∼= W7,2 42 7 34,387 6204 no 7 0.28 0.02

H3 (order 2553, class 3) 80 4 4.94 · 106 1.91 · 105 no 2 0.74 0.25
H4
∼= W2,5 ⊗W3,2 96 11 1 1 no 2 0.37 0.08

H5
∼= Q8×C11 20 5 7.1 · 107 3.34 · 106 yes – 0.02 0.02

H6
∼= Q16×C7 24 5 3.2 · 1011 3.68 · 1010 yes – 0.04 0.04

H7
∼= D16×C11 40 5 1.26 · 1011 2.21 · 109 no 2 0.12 0.09

H8
∼= Q16×C25 160 5 5.6 · 107 4.76 · 106 no 5 0.84 0.48

Table 11.4. Primitivity testing over the rationals

As before, we again made use of the product replacement algorithm to obtain
generating sets. The groups H1 has been obtained from G11 in Table 11.1. The
practical limitations of primitivity testing are the same as for irreducibility testing.

11.5.4. Primitivity testing over other fields

In Table 11.5, we provide run-times for groups over proper extensions of the rationals.
All of these groups are generated by matrices with moderately sized entries.

group field degree gens prim? size total decide

H9
∼= D16 oC4 Q(

√
2) 8 8 no 2 0.07 0.01

H10
∼= C49 .C49 (non-split ext.) Q(ζ49) 7 5 no 7 1.08 0.17

H11 (order 340, class 27) Q(
√
−3) 27 9 no 3 1.39 0.05

H12 (order 2355, class 4) Q(X) 40 5 no 5 4.69 0.02
H13

∼= SD16×C5 Q(
√
−2) 8 5 yes – 0.04 0.04

H14
∼= SD32×C5 Q( 4

√
2) 16 5 no 2 0.42 0.36

Table 11.5. Primitivity testing over fields other than Q
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12. Irreducible ANC groups

Throughout this chapter, let K be an arbitrary subfield of the complex field C.
Recall from Chapter 7 that an ANC group is a finite nilpotent group all of whose

abelian normal subgroups are cyclic. These groups have been completely classified
up to isomorphism (Theorem 7.1). We have seen that every primitive finite nilpotent
linear group is an ANC group. In this chapter, we investigate irreducible ANC groups
over K. This is a first major step towards a classification of primitive (or, more
generally, irreducible) finite nilpotent linear groups over K; we note that primitive
nilpotent linear groups over finite fields have been classified up to similarity [19, 20].
The goal of this chapter (to be achieved in §12.4) is to prove the following.

12.1 Proposition.

(i) Every ANC group has a faithful irreducible K-representation.

(ii) Isomorphic irreducible linear ANC groups over K are similar.

We note the following immediate consequence; the corresponding statement for
primitive nilpotent linear groups over finite fields has been known [19, Prop. 4.5].

12.2 Corollary. Two primitive finite nilpotent linear groups over K which are
isomorphic as abstract groups are similar (over K). �

Apart from the ubiquitous issue of solving x2 + y2 = −1 in extensions of K, the
proof we give for the existence part (i) in Proposition 12.1 is constructive.

12.1. Cyclic groups

First, we consider the easy case of cyclic groups in Proposition 12.1. We write g ≈ h
(resp. G ≈ H) to signify similarity of linear maps and linear groups, respectively.

Regarding the existence part, H = 〈ζm〉 6 GL1(EmK) is irreducible when con-
sidered as a K-linear group. Uniqueness up to similarity is a consequence of the
following simple fact.

12.3 Lemma. Let G = 〈g〉 and H be homogeneous finite cyclic linear groups over
K. If G ∼= H, then there exists a generator h ∈ H such that g 7→ h induces a
K-isomorphism K[G]→ K[H].

Proof. Write m = |G| = |H|. The mth cyclotomic polynomial φm splits completely
both over K[G] and over K[H]. Let f = mpolK(g). Then f | φm so there exists
h ∈ K[H] with f(h) = 0. As K[H] is a field, the roots of Xm − 1 in K[H] are
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precisely the elements of H. Since h is a primitive mth root of unity, we conclude
that H = 〈h〉. Clearly, g 7→ h is an isomorphism with the properties stated. �

In particular, g and h have the same minimal polynomials over K. Hence, if G
and H are both irreducible, then g ≈ h and thus G ≈ H. This completes the proof
of Proposition 12.1 for cyclic groups.

12.2. Schur indices and the structure of K-representations
of a finite group

We briefly recall some well-known facts from representation theory. Throughout, let
G be a finite group. If χ ∈ Irr(G) is an ordinary irreducible character of G, then
there exists a finite extension L of the character field K(χ) such that χ is afforded
by an LG-module. The Schur index mK(χ) of χ over K is the smallest possible
degree |L : K(χ)| of such an extension; see [17, §70], [44, §10], [43, §38] for details.

Let ψ be the character of an irreducible KG-module. By [17, Thm 70.15], there
exists χ ∈ Irr(G) such that ψ = mK(χ)

(∑
σ∈Γ χ

σ
)
, where Γ = Gal(K(χ)/K). The

conjugates χσ ∈ Irr(G) are distinct. If the KG-module V affords ψ, then the above
decomposition of ψ can be found by splitting the EG-module VE = V ⊗K E, where
E ⊇ K is a splitting field for G which is finite and normal over K.

Conversely, let χ ∈ Irr(G). Choose L ⊇ K(χ) with |L : K(χ)| = mK(χ) such
that χ is afforded by an LG-module V . By [43, Ex. 1.6(e)], the character of V as a
KG-module is mK(χ)

(∑
σ∈Γ χ

σ
)
, where again Γ = Gal(K(χ)/K). The characters

χσ are distinct and form a Galois conjugacy class over K [44, Lem. 9.17(c)]. Hence,
mK(χ)

(∑
σ∈Γ χ

σ
)

is the character of an irreducible KG-module [44, Cor. 10.2(b)]
and we conclude from [68, 8.3.7] that V is irreducible when regarded as a KG-
module.

12.3. Representations of ANC 2-groups

In this section, we recall descriptions of the irreducible C-representations of an ANC
2-group G. We then compute the Schur indices of their characters and construct the
faithful irreducible K-representations of G. Recall from §8.3 that for a non-abelian
ANC group G, we defined ϑ(G) = 1 if G2 is (semi)dihedral, and ϑ(G) = −1 if G2 is
generalised quaternion; also, δ(G) = 1 is G2 is dihedral or generalised quaternion,
and δ(G) = −1 if G2 is semidihdral.

12.4 Proposition (Cf. [49, Prop. 10.1.16]). Let G = 〈a, g〉 be a non-abelian ANC
2-group, where 〈a〉 is cyclic of order 2j and index 2 in G and g2 = 1 if ϑ(G) = 1 and
g4 = 1 if ϑ(G) = −1. Then, up to equivalence, the irreducible C-representations of
G of degree > 1 (written over the splitting field E2jK of G) are precisely given by

%Gk : G→ GL2(E2jK), a 7→
[
ζk

2j
.

. δ(G)kζ−k
2j

]
, g 7→

[
. 1

ϑ(G) .

]
,
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12.3. Representations of ANC 2-groups

where 0 < k < 2j−1; faithful representations correspond precisely to odd values of k.

We henceforth assume that k is odd. Let χGk be the character of %Gk . Then
K(χGk ) = K(ζk

2j
+ δ(G) · ζ−k

2j
); in particular, all the fields K(χGk ) with k odd are

equal (Lemma 8.5).

12.5 Lemma ([49, Prop. 10.1.17(i)]). If ϑ(G) = 1, then mK(χGk ) = 1.

For generalised quaternion groups, we use a variation of [49, Prop. 10.1.17(ii)–
(iii)]. The case G ∼= Q8 of the following is well-known; cf. [17, p. 470]. Part (i) can
also be deduced from [44, Prb. 10.5].

12.6 Lemma. Let G ∼= Q2j+1 and write χ = χGk , where k is odd.

(i) mK(χ) = 1 if x2 + y2 = −1 is soluble in K(χ).

(ii) If −1 is not a sum of two squares in K(χ), then mK(χ) = 2.

Proof. Since ζ2j is chosen arbitrarily among the primitive 2jth roots of unity, we
may assume that k = 1. Write θi = ζ

2i
+ ζ−1

2i
. The corresponding statements for the

equation x2 +θjxy+y2 = −1 over K(χ) = K(θj) are given in [49, Prop. 10.1.17(ii)–

(iii)]. We will complete the proof by showing that ai =
[ 1 θi/2
θi/2 1

]
is congruent to

the 2× 2 identity matrix over Q(θi) for any i > 2; in other words, we will show that
the quadratic forms X2 + θiXY + Y 2 and X2 + Y 2 are equivalent over Q(θi).

We may assume that ζ2
2i+1 = ζ

2i
for any i > 1. It follows that θ2

i = 2 + θi−1 for
i > 3. We therefore have (2 + θi)(2 − θi) = 4 − θ2

i = 2 − θi−1. Define λ3 = θ3

and λi = λi−1/θi ∈ Q(θi) (i > 4). By induction, λ2
i = 2 − θi−1 for i > 3; indeed,

for i > 4, we have λ2
i = λ2

i−1/θ
2
i = (2 − θi−2)/(2 + θi−1) = 2 − θi−1. We obtain

xiaix
T
i = 1, where x2 = 1 and xi =

[ 1 .
θi/λi −2/λi

]
(i > 3). �

Let G = 〈a, g〉 be as in Proposition 12.4. We now construct the faithful irreducible
K-representations of G. In some cases, these can be obtained by restricting %k = %Gk
to K. In the more interesting cases, the images of a and g which we give below are
taken from [45, Lem. 5]. Throughout, we make free use of §12.2.

Let χk be the character of %k and Z = K(χk). Recall that K(χk) does not depend
on k, where we still assume that k is odd. Define L = E2jK and ∆ = Gal(L/Z). If
ζ4 ∈ Z, then L = Z (hence mK(χk) = 1) and %k can be regarded as an irreducible
Z-representation; note that E±

2j
(ζ4) = E2j . The restriction of %k to K is then

irreducible. We henceforth assume that ζ4 6∈ Z so that L = Z(ζ4) is a quadratic
extension of Z. It follows that

ψ : L→ M2(Z), α+ ζ4 ·β 7→
[

α β
−β α

]
(α, β ∈ Z)

is equivalent to the regular representation of L as a Z-algebra. Hence, trace(uψ) =
traceL/Z(u) for u ∈ L. Note that the space of matrices of the form

[ α β
β −α

]
(α, β ∈

Z) is the orthogonal complement of Lψ with respect to the trace bilinear form
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12. Irreducible ANC groups

(s, t) 7→ trace(st) on M2(Z). We conclude that if ϑ(G) = 1, then the representation
G→ GL2(Z) given by a 7→ ζk

2j
ψ and g 7→ diag(1,−1) affords χk. The restriction to

K is then irreducible.

Let ϑ(G) = −1 and suppose that there exist x, y ∈ Z such that x2 + y2 = −1; by
Lemma 12.6 the latter condition is equivalent to mK(χk) = 1. Since the existence
of such a pair (x, y) does not depend on k, we assume that the same choice of
(x, y) has been made for all odd k. Let t =

[ x y
y −x

]
and let γ ∈ ∆ be the non-

trivial automorphism given by (α + ζ4 ·β)γ = α − ζ4 ·β for α, β ∈ Z. It is readily
checked that (aγ)ψ = t−1(aψ)t for all a ∈ L and that t2 = −1. We conclude that
G → GL2(Z) defined by a 7→ (ζk

2j
)ψ and g 7→ t affords χk and remains irreducible

after restriction to K. Finally, if ζ4 6∈ Z and ϑ(G) = −1 but mK(χk) = 2, then the
restriction of %k to K affords 2

∑
σ∈Γ χ

σ
k (where Γ = Gal(K(χk)/K)) and is thus

irreducible.

By §12.2, we have thus exhausted all the faithful irreducible K-representations of
the non-abelian ANC 2-group G; note that equivalence classes of K-representations
correspond to Galois conjugacy classes of ordinary characters.

12.4. Proof of Proposition 12.1

We are now in a position to prove Proposition 12.1. In §12.1, we have seen that
it is true for the special case of cyclic groups. Next, we will argue that it is true
for any non-abelian ANC 2-group G. Let σk be the irreducible K-representation of
G which we have obtained from χk in §12.3. Of course, the existence statement in
Proposition 12.1(i) is obvious at this point. By construction, the image of σk is the
same for all odd k. Since any faithful irreducible K-representation of G is equivalent
to σk for some odd k, (ii) follows for ANC 2-groups.

In order to deduce the general case, we proceed as follows. For part (i), let G be
a non-abelian ANC group. Write m = |G2′ | and suppose that G2

∼= H 6 GL(W ),
where W is an EmK-space and H is irreducible. Then G ∼= G̃ = 〈H, ζm · 1W 〉 and
the restriction of G̃ to K is irreducible.

Regarding (ii), let G 6 GL(V ) and H 6 GL(W ) be irreducible ANC groups over K
such that G ∼= H (as abstract groups). Using Lemma 12.3, we find a ∈ G2′ 6 Z(G)
and b ∈ H2′ 6 Z(H) of order m = |G2′ | = |H2′ | such that a 7→ b induces a

K-isomorphism K[a]
φ−→ K[b]. We may then regard both G and H as Z-linear

groups, where Z = K[a] acts on W via φ. We see that G2 and H2 are isomorphic
irreducible Z-linear ANC 2-groups. By using what we have proved above with Z in
place of K, we see that there exists a Z-isomorphism V → W with t−1G2t = H2.
In particular, |V : K[a]| = |W : K[b]|. Since a and b have the same (irreducible)
minimal polynomial over K, we obtain s−1as = b for some K-isomorphism V

s−→W .
Now replace G by s−1Gs. Repeating the above steps with V = W , G2′ = H2′ , a = b,
and φ = 1, we obtain t−1G2t = H2. Since t−1at = a by Z-linearity of t, we conclude
that t−1Gt = H. �
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12.5. Construction of irreducible ANC groups over cyclotomic fields

12.5. Construction of irreducible ANC groups over
cyclotomic fields

We illustrate the construction used in our proof of Proposition 12.1 in the special
case that K is a cyclotomic field. More precisely, let G be a non-abelian ANC group
of order 2n, where n = 2jm (m odd). For a given cyclotomic field K, we now describe
the (essentially unique) irreducible linear group G(K) over K with G ∼= G(K).

First, let K ⊂ C be any subfield. Define Z = E+
nK if δ(G) = 1 and Z = E−nK if

δ(G) = −1. Further define L = EnK so that L = Z(
√
−1).

The case
√
−1 ∈ K. Suppose that

√
−1 ∈ K. Then ζ2j ∈ Z = L and we have

G(K) ≈K
〈[
ζ

2j
ζm .

. ζ−1
2j
ζm

]
,

[
. 1

ϑ(G) .

]〉
6 GL2(Z);

here we denote similarity using the symbol ≈K to indicate that we regard the group
on the right-hand side as a linear group over K. Hence, G(K) has degree 2|Z : K|.
Recall the well-known identity EkEl = Elcm(k,l) for all k, l > 1; see [84, Satz 11.14].
Thus, if K = Er with 4 | r, then |Z : K| = |L : Q|/|K : Q| = ϕ(lcm(r, n))/ϕ(r).

Odd order cyclotomic field. Henceforth, we assume that K = Er is a cyclotomic
field, where r is odd. Then |L : Z| = 2 and we may write ζ2j = α+ ζ4β for α, β ∈ Z.

If G2 is dihedral or semidihedral, then

G(K) ≈K
〈[

αζm βζm
−βζm αζm

]
,

[
1 .
. −1

]〉
6 GL2(Z).

Therefore, G(K) has degree 2|Z : K| = |L : K| = ϕ(lcm(r, n))/ϕ(r).

Let G2 be generalised quaternion. Using Lemma 9.3, we see that −1 is a sum of
two squares in Z if and only if (i) rm > 1 and (ii) j > 3 or ord (2 mod lcm(r,m)) is
even; note that ord (2 mod lcm(r,m)) ≡ ord (2 mod rm) ≡ ord (2 mod r) ord (2 mod
m) mod 2 (consider prime divisors as in the proof of Corollary 9.7).

If x2 + y2 = −1 for x, y ∈ Z, then

G(K) ≈K
〈[

αζm βζm
−βζm αζm

]
,

[
x y
y −x

]〉
6 GL2(Z)

and G(K) again has degree 2|Z : K| = |L : K| as in the last case. However, if −1 is
not a sum of two squares in Z, then

G(K) ≈K
〈[
ζ

2j
ζm .

. ζ−1
2j
ζm

]
,

[
. 1
−1 .

]〉
6 GL2(L)

whence G(K) has degree 2|L : K|.
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12. Irreducible ANC groups

12.6. Counting irreducible ANC groups

12.7 Proposition. Let K/Q be finitely generated and let ε > 0. The number of
conjugacy classes of irreducible ANC subgroups of GLd(K) is O(d1+ε).

Proof. By Proposition 7.4, the number of irreducible (or merely homogeneous) finite
cyclic subgroups of GLd(K) is O(d1+ε). Define ψ(n) = |EnK : K|. As explained in
the proof of Proposition 7.4, there exists C > 0 such that ψ(n) 6 n 6 C ·ψ(n)1+ε for
all n > 1. Let G 6 GLd(K) be a non-abelian irreducible ANC group, say |G| = 2n.
For a given n, there are at most 3 different isomorphism classes of such groups and
therefore at most that many conjugacy classes in GLd(K). Given G and n, the
above constructions of irreducible ANC groups show that we either have d = ψ(n)
or d = 2ψ(n). By the above estimate, the number of solutions m > 1 of either
d = ψ(m) or d = 2ψ(m) is O(d1+ε), which proves the claim. �

Given a finitely generated field extension K/Q, it is natural to ask for the pre-
cise number of irreducible or primitive ANC subgroups of GLd(K). However, this
problem seems to be intractable even for K = Q. For instance, from Theorem 14.13
below, we will obtain a natural bijection between the square-free integers n > 1 with
ϕ(n) = d and the conjugacy classes of primitive finite cyclic subgroups of GLd(Q).
It seems that determining (or merely counting) all such numbers n is a difficult
number theoretic problem.
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13. Cyclotomic families

In the last chapter, we saw that for an abstract ANC group G and a subfield K
of C, there exists an irreducible linear group, G(K) say, over K with G(K) ∼= G.
Moreover, up to similarity, G(K) is uniquely determined by G and K. In the next
chapter, we will characterise primitivity of G(K) when K is a number field. Here,
we provide the technical foundations for these investigations. Specifically, in this
chapter, we investigate the conditions |EnK : En/pK| = p and

√
−1 ∈ E±nK which

arose in primitivity testing of ANC groups (Chapter 10). All fields in this chapter
are understood to be subfields of the algebraic closure Ω of Q in C.

13.1. Supernatural numbers

Recall (e. g. from the theory of profinite groups [89, §2.1]) that a supernatural
number is a formal product a =

∏
p p

α(p) taken over all primes, where α(p) ∈
{0, 1, . . . ,∞}. Of course, every natural number is supernatural. Divisibility, great-
est common divisors, products, etc. of supernatural numbers are defined in the
natural way, extending the corresponding notions for natural numbers. We extend
the definition of a in §9.1 by setting a =

∏
{p : α(p) > 0}. We also extend the

p-adic valuation νp to supernatural numbers via νp(a) = α(p). The set S of super-
natural numbers forms a complete lattice w.r.t. divisibility; the infimum of a set of
supernatural numbers is their greatest common divisor. We write > =

∏
p p
∞ and

thus gcd(∅) = >. If π is a set of primes and a =
∏
p a

α(p) is a supernatural number,

then we define the π-part of a to be aπ =
∏
p∈π p

α(p). As usual, π′ denotes the
complement of π in the set of prime numbers.

13.2. Cyclotomic families

Recall that En = Q(ζn) is the nth cyclotomic field. Let us call a collection I =
(In)n>1 of subfields In ⊂ En a cyclotomic family. For a field K ⊂ Ω, let I∗(K) =
{d > 1 : K ⊂ Id}. We define the I-cyclometer of K to be the function κI

K : N→ S
defined by κI

K(n) = gcd(I∗(K ∩En)). Note that if κI
K(n) 6= >, then I∗(K ∩En) ⊂

κI
K(n) ·N.

13.1 Lemma. Let I be a cyclotomic family. Let n > 1 and let d | n. Then the

restriction map Gal(EnK/IdK)
%−→ Gal(En/Id) is injective. It is surjective if and

only if d ∈ I∗(K ∩En).
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13. Cyclotomic families

Proof. First note that EnK/IdK and En/Id are Galois. Let G = Gal(Ω/Q), U =
Gal(Ω/K) 6 G, N = Gal(Ω/En)/G, and M = Gal(Ω/Id)/G. Note that Id ⊂ Ed ⊂
En. By Galois theory, we obtain a commutative diagram

(U ∩M)/(U ∩N) //

∼=
��

M/N

∼=
��

Gal(EnK/IdK)
% // Gal(En/Id)

where the unlabelled maps are induced by inclusions and restrictions. The map in
the top row naturally factors as

U ∩M
U ∩N

∼=−→ (U ∩M)N

N
↪→ M

N
.

This proves that % is injective. By Dedekind’s modular law [68, 1.3.14], we have
(U ∩ M)N = UN ∩ M . Hence, % is surjective if and only if UN ∩ M = M or,
equivalently, M 6 UN . This is in turn equivalent to K ∩ En ⊂ Id and thus to
d ∈ I∗(K ∩En). �

We say that a cyclotomic family I is ideal if In ∩Em ⊂ I(n,m) for all n,m > 1.

13.2 Lemma. Let I be an ideal cyclotomic family. Then

κI
K(n) = gcd (d | n : d ∈ I∗(K ∩En))

for all n > 1.

Proof. By assumption, if d ∈ I∗(K ∩ En), then K ∩ En ⊂ Id ∩ En ⊂ I(d,n) whence
(d, n) ∈ I∗(K ∩En). �

That is, if I is ideal, then in order to determine κI
K(n), we only need to consider

the finitely many divisors of n.

13.3. Regular cyclotomic families

We say that a cyclotomic family I is regular if In ∩ Im ⊂ I(n,m) for any n,m > 1;
if the stronger condition In ∩ Im = I(n,m) always holds, then I is strongly regular.
If Id ⊂ In whenever d | n, then I is isotonic.

13.3 Lemma. Let I be a cyclotomic family. Then I is strongly regular if and only
if it is regular and isotonic.

Proof. Let I be strongly regular and d | n. Then Id ∩ In = I(d,n) = Id whence I is
isotonic. Conversely, let I be regular and isotonic and let n,m > 1. By regularity,
we have In ∩ Im ⊂ I(n,m). On the other hand, since (n,m) divides n and m, we also
have I(n,m) ⊂ In ∩ Im. �

100



13.4. Multiplicative cyclotomic families

13.4 Examples.

(i) It is well-known that E = (En)n>1 is strongly regular; see [84, Satz 11.14].

(ii) We will see in §13.5 that E± = (E±n )n>1 (see §8.1 for a definition) is regular.
Also, E+ is strongly regular but E− is not.

(iii) If L ⊂ Ω is any subfield and I is a (strongly) regular cyclotomic family, then
L ∩ I = (L ∩ In)n>1 is a (strongly) regular cyclotomic family too.

13.5 Lemma. Let I be a regular cyclotomic family. Let n > 1 with κI
K(n) 6= >.

Then κI
K(n) = min (I∗(K ∩En)), the minimum being taken with respect to the usual

ordering of N.

Proof. Write D = I∗(K ∩ En). Let d, e ∈ D. Then K ∩ En ⊂ Id ∩ Ie ⊂ I(d,e) and

therefore (d, e) ∈ D. Since κI
K(n) = gcd(F ) for some finite F ⊂ D, we conclude

that κI
K(n) ∈ D whence minimality follows immediately. �

13.6 Lemma. Let I be a strongly regular cyclotomic family. Suppose that κI
K(n) 6=

>. Then I∗(K ∩En) = κI
K(n) ·N.

Proof. Let n > 1 be divisible by d = κI
K(n). Since I is regular, d ∈ I∗(K ∩ En)

(Lemma 13.5). As I is isotonic, K ∩ En ⊂ Id ⊂ In and thus n ∈ I∗(K ∩ En). We
mentioned the other inclusion in §13.2. �

13.4. Multiplicative cyclotomic families

Let I be a cyclotomic family. We say that I is multiplicative if Inm = InIm,
whenever (n,m) = 1. In this case, I is completely determined by all Ipα , where p is
a prime and α > 0. Conversely, given Ipα ⊂ Epα for all primes p and α > 0, there
exists a unique extension to a multiplicative cyclotomic family.

In this section, we will prove the following.

13.7 Lemma. Let I be a multiplicative cyclotomic family, π be a set of primes, and
n,m > 1. Then In ∩ Im = (Inπ ∩ Imπ)(Inπ′ ∩ Imπ′ ).

We will give a proof below after recalling some elementary facts from Galois theory.
The following is well-known, although part (ii) is not usually spelled out explicitly
in the literature.

13.8 Proposition. Let K ⊂ E ⊂ Ω and K ⊂ F ⊂ Ω be subfields such that E/K
and F/K are finite Galois and such that E ∩ F = K. Let Γ = Gal(EF/K), G =
Gal(E/K), and H = Gal(F/K).

(i) ([48, Thm VI.1.14]) The extension EF/K is Galois and the map Γ→ G×H
induced by restrictions is an isomorphism.
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13. Cyclotomic families

(ii) Identify Γ with G×H via (i). Then the diagram

subgroups of G
U 7→EU //

U 7→U×H
��

intermediate fields of E/K� _

��
subgroups of Γ

Λ7→(EF )Λ
// intermediate fields of EF/K

commutes. Of course, the roles of E and F can be interchanged.

Proof.

(ii) The identification Γ = G × H takes the following explicit form: each σ ∈ G
admits a unique extension σ̃ ∈ Γ which acts trivially on F . We then have
σ̃ = (σ, 1). In the same way, H is embedded into Γ. Note that, by construction,
the restriction of (σ, τ) ∈ Γ to E is σ.

Write L = EF . Clearly, E ⊂ L1×H . By Galois theory, we have |L : L1×H | =
|H|. Using (i), we see that |H| = |L : E| and therefore E = L1×H .

Now let U 6 G. Then LU×H =
(
L1×H)U×1

= EU . �

13.9 Corollary. Let K ⊂ E ⊂ Ω and K ⊂ F ⊂ Ω be subfields such that E/K and
F/K are finite Galois and E∩F = K. Let K ⊂ Ei ⊂ E and K ⊂ Fi ⊂ F be further
subfields for i = 1, 2. Then E1F1 ∩ E2F2 = (E1 ∩ E2)(F1 ∩ F2).

Proof. Let Γ = Gal(EF/K), G = Gal(E/K), and H = Gal(F/K). Identify Γ =
G ×H as in Proposition 13.8. Let Ui 6 G belong to Ei and let Vi 6 H belong to
Fi. By Proposition 13.8(ii), the subgroups of Γ belonging to Ei and Fi (regarded as
intermediate fields of EF/K) are Ui ×H and G× Vi, respectively. The subgroup of
Γ belonging to E1F1 ∩ E2F2 is therefore 〈U1 × V1, U2 × V2〉 = 〈U1, U2〉 × 〈V1, V2〉 =
(〈U1, U2〉 ×H) ∩ (G× 〈V1, V2〉), which belongs to (E1 ∩ E2)(F1 ∩ F2). �

Proof of Lemma 13.7. Set K = Q, E1 = Inπ , E2 = Imπ , E = E(nm)π , F1 = Inπ′ ,
F2 = Imπ′ , and F = E(nm)π′

. Now apply Corollary 13.9. �

13.10 Corollary. Let I be a multiplicative cyclotomic family. Then I is regular.

Proof. If p is a prime and α, β > 0, then clearly Ipα ∩ Ipβ ⊂ Ipmin(α,β) . The claim
now follows from Lemma 13.7. �

13.5. Facts on E±

By construction, the cyclotomic families E+ and E− are multiplicative; indeed,
E±

2jm
= E±

2j
·Em for odd m > 1.

Let j > 3. The three involutions in Gal(E2j/Q) ∼= (Z/2j)× are ζ2j 7→ −ζ2j ,
ζ2j 7→ ζ−1

2j
, and ζ2j 7→ −ζ−1

2j
. The corresponding fixed fields are E

2j−1 , E+
2j

= E
2j
∩R,

and E−
2j

, respectively, and these are precisely the maximal subfields of E2j . By going
through the subgroup lattice of (Z/2j)×, we see that the subfield lattice of E2j is as
shown in Figure 13.1. We can thus read off the following.
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E2j
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Figure 13.1. The subfield lattice of E2j for j > 3

13.11 Lemma. Let 1 6 i < j.

(i) E+
2i
∩E+

2j
= E+

2i
∩E−

2j
= E+

2i
.

(ii) E−
2i
∩E−

2j
= E−

2i
∩E+

2j
= E+

2i−1.

(iii) E+
2i
∩E−

2i
= E+

2i−1.

(iv) E
2i
∩E+

2j
= E

2i
∩E−

2j
= E+

2i
. �

Together with Lemma 13.7, we thus obtain the following.

13.12 Corollary. Let n,m > 1.

(i) E+
n ∩E+

m = E+
n ∩Em = E+

(n,m).

(ii) E+
n ∩E−m =

{
E+

(n,m)/2, 0 < ν2(m) 6 ν2(n)

E+
(n,m), otherwise.

(iii) E−n ∩E−m =

{
E+

(n,m)/2, 0 6= ν2(n) 6= ν2(m) 6= 0

E−(n,m), otherwise.

(iv) En ∩E−m =

{
E−(n,m), ν2(n) > ν2(m)

E+
(n,m), otherwise.

�

In particular, we see that E+ is strongly regular and ideal while E− has neither
of these properties (but it is regular).
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13. Cyclotomic families

13.6. Cyclometers for E and E±

Let K ⊂ Ω be a subfield. We write κ◦K = κE◦
K , D◦K(n) = (E◦)∗(K ∩En) = {d > 1 :

K ∩ En ⊂ E◦d}, and D◦K(n; i) = {d ∈ D◦K(n) : d ≡ i mod 2}, where ◦ ∈ {+,−, }.
We now give arithmetical descriptions of these sets.

13.13 Proposition. Let n > 1.

(i) If D◦K(n) 6= ∅, then D◦K(n) = κ◦K(n) ·N, where ◦ ∈ {+, }.

(ii) If d ∈ D−K(n), then (d, n) ∈ D−K(n) or 2(d, n) ∈ D−K(n).

(iii) DK(n; 1) = D±K(n; 1).

(iv) Suppose that D+
K(n) = ∅ but D−K(n) 6= ∅. Then 8 | κ−K(n) and D−K(n) =

κ−K(n) · (2N− 1). Furthermore, κ−K(n) = gcd
(
d ∈ D−K(n) : d | n

)
.

(v) Suppose that D+
K(n) 6= ∅. Then D−K(n; 0) = 2 ·D+

K(n) ⊂ D+
K(n; 0). If κ+

K(n)
is even, then κ−K(n) = 2κ+

K(n), otherwise D−K(n) = D+
K(n) and therefore

κ−K(n) = κ+
K(n).

Proof. We freely use Corollary 13.12.

(i) This follows from the strong regularity of E and E+ via Lemma 13.6.

(ii) K ∩En ⊂ E−d ∩En which is either equal to E−(d,n) or to E+
(d,n) ⊂ E−2(d,n).

(iii) This is obvious since Ed = E±d for odd d > 1.

(iv) Let d, e ∈ D−K(n), i. e. K ∩ En ⊂ E−d ∩ E−e . Then E−d ∩ E−e is not of the
form E+

f for any f > 1 whence ν2(d) = ν2(e) > 3. It follows that (d, e) ∈
D−K(n). We conclude that κ−K(n) ∈ D−K(n) is divisible by 8 and that D−K(n) ⊂
κ−K(n) · (2N−1). If r > 1 is odd, then E−

κ−K(n)
⊂ E−

κ−K(n)r
which gives the other

inclusion. Finally, if d ∈ D−K(n), then

K ∩En ⊂ En ∩E−d =

{
E−(d,n), ν2(n) > ν2(d)

E+
(d,n), otherwise.

Since D+
K(n) = ∅, we are in the first case. Therefore, (d, n) ∈ D−K(n).

(v) Write e = κ+
K(n) and let d ∈ D−K(n; 0). Then K ∩ En ⊂ E−d ∩ E+

e = E+
f ,

where f = (d, e)/2 if ν2(e) > ν2(d) and f = (d, e) otherwise. By minimality
of e (Lemma 13.5) and since d is even, we conclude that f = e | d and
ν2(d) > ν2(e). Therefore, 2e | d and thus D−K(n; 0) ⊂ 2κ+

K(n) ·N = 2D+
K(n)

by (i). Conversely, let d > 1 with 2e | d. Then K ∩ En ⊂ E+
e ⊂ E+

d/2 ⊂ E−d
whence 2D+

K(n) ⊂ D−K(n; 0). The final claim follows from (i), (iii), and what
has just been proved. �
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13.7. Cyclometers over number fields

Extending the notion of supernatural numbers, we may consider formal products
a =

∏
p p

α(p), where p is a prime and α(p) ∈ Z ∪ {∞}. Such objects (we might call
them “superrational numbers”) arise as formal quotients of supernatural numbers by
natural numbers (whenever the division makes sense). We let ‖a‖ =

∏
p p

max(α(p),0).

13.14 Corollary. Let d | n, ◦ ∈ {+,−, }, and let Gal(EnK/E
◦
dK)

%−→ Gal(En/E
◦
d)

be the restriction map.

(i) If ◦ ∈ {+, }, then % is surjective if and only if κ◦K(n) | d.

(ii) If ◦ ∈ {−}, then % is surjective if and only if

(a) κ+
K(n) | ‖d/2‖, or

(b) κ−K(n) | d, κ−K(n) - d/2, and κ+
K(n) = >.

Proof. We use Lemma 13.1. The first part is immediate from Proposition 13.13(i).

Note that (a) and (b) in (ii) are mutually exclusive. Suppose that κ+
K(n) 6= >. By

Proposition 13.13(v), D−K(n) consists precisely of those multiples of κ+
K(n) which

are odd (if any) and arbitrary multiples of 2κ+
K(n). Hence, if d > 1, then d ∈ D−K(n)

if and only if 2κ+
K(n) | d (for d even) or κ+

K(n) | d (for d odd). This is equivalent
to κ+

K(n) | ‖d/2‖.
If κ+

K(n) = κ−K(n) = >, then neither (a) nor (b) can be satisfied and % is not
surjective. Suppose that κ+

K(n) = > 6= κ−K(n) so that Proposition 13.13(iv) applies.
In particular, κ−K(n) is necessarily even. If d > 1, then d ∈ D−K(n) if and only if
κ−K(n) | d and d/κ−K(n) is odd. Clearly, the latter condition can be replaced by
κ−K(n) - d/2. �

13.7. Cyclometers over number fields

In this section, let K be a number field.

Periodicity. For any n > 1, the intersection K ∩ En is a subfield of the maximal
abelian subfield Kab of K. By the Kronecker-Weber theorem [59, Thm V.1.10],
there exists c > 1 such that Kab ⊂ Ec. Recall that the smallest possible value of
such a c is known as the conductor of Kab. By the following, κI

K is “periodic” for
every cyclotomic family I.

13.15 Proposition. Let I be a cyclotomic family. Then κI
K(n) = κI

K(gcd(n, c))
for all n > 1.

Proof. K ∩En = K ∩En ∩Ec = K ∩E(n,c). �
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13. Cyclotomic families

Computing with E and E±. Let ◦ ∈ {+,−, }. Using Lemma 13.2 and Propo-
sition 13.13(ii), we see that in order to test if D◦K(n) is empty, it suffices to test
if any of the finitely many divisors of 2n belongs to it. If D◦K(n) is found to be
non-empty, then the precise value of κ◦K(n) can be computed using Lemma 13.2 and
Proposition 13.13(iii)–(v). By Proposition 13.15, it suffices to compute κ◦K(n) for
the divisors of the conductor of Kab. It follows that κ◦K is a finite object.

13.8. Applications

Let K be a number field. The main results of this chapter are the following two corol-
laries; they provide equivalent characterisations of the conditions |EnK : En/pK| = p

and
√
−1 ∈ E±nK in terms of cyclometers. As mentioned above, these two conditions

are related to primitivity of linear ANC groups.

13.16 Corollary. Let p be a prime and let p | n. Then |EnK : En/pK| = p if and
only if p2 | n and p | n

κK(n) .

Proof. If p2 - n, then |EnK : En/pK| 6 p − 1. Now apply Corollary 13.14(i) with
d = n/p; recall that κK(n) | n. �

13.17 Corollary. Let 4 | n.

(i) The following are equivalent:
√
−1 6∈ E+

nK, κ+
K(n) | n, and κ+

K(n) 6= >.

(ii)
√
−1 6∈ E−nK if and only if

(a) κ+
K(n) | n/2, or

(b) κ−K(n) | n, and κ−K(n) - n/2.

Proof. Since 4 | n, we have En = E±n (
√
−1) 6= E±n . Thus, |EnK : E±nK| = 2

is equivalent to
√
−1 6∈ E±nK. But it is also equivalent to the restriction map

Gal(EnK/E
±
nK) → Gal(En/E

±
n ) being surjective. Note that since E+ is ideal, if

κ+
K(n) 6= >, then κ+

K(n) | n by Lemma 13.2. Now apply Corollary 13.14 with d = n.
This proves (i) and also (ii) provided that we add the extra condition κ+

K(n) = >
to (b). To complete the proof, we show that if (b) is satisfied and κ+

K(n) 6= >,
then (a) is satisfied too. Recall from Proposition 13.13(v) that κ−K(n) = 2κ+

K(n) if
κ+
K(n) is even and κ−K(n) = κ+

K(n) otherwise. Suppose that κ+
K(n) is odd. Then

κ−K(n) = κ+
K(n) is odd and κ−K(n) | n implies that κ−K(n) | n/2, contradicting our

assumption that (b) holds. Therefore, κ+
K(n) is even and 2κ+

K(n) | n which gives
κ+
K(n) | n/2. �
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14. Primitive ANC groups over number
fields

Let G be an ANC group and let K be a number field. By Proposition 12.1, there
exists an irreducible linear group G(K) over K with G ∼= G(K); furthermore, G(K)
is uniquely determined up to similarity. A natural question to ask is the follow-
ing: given K, for which G is G(K) primitive? In this chapter, we combine results
from Chapters 8–10 and 12–13 to obtain number-theoretic conditions (involving cy-
clometers) which characterise precisely when G(K) is primitive for given G and K.
In the special case that K is a cyclotomic field, these conditions simplify drasti-
cally, leading to a complete list of those ANC groups G such that G(K) is primitive
(Theorem 14.13).

Unless otherwise indicated, fields in this chapter are subfields of the algebraic
closure of Q in C, and K is a number field.

14.1. The cyclic case

For a supernatural number a, define â = a ·
∏
{p prime : νp(a) = 0}; in other words,

â is the smallest supernatural number (w.r.t. divisibility) which is divisible by a and
all primes. The following is elementary.

14.1 Lemma. Let r > 1 and d | r. The following are equivalent.

(i) For each prime p with p2 | r, we have p - rd .

(ii) r/d is square-free and (r/d, d) = 1.

(iii) r | d̂.

Proof.

(i)→(ii): Let (ii) be false. Then, for some prime p, either p2 divides r/d or p divides
(r/d, d). In either case, (i) is not satisfied for the given prime p.

(ii)→(i): Let (ii) be satisfied but (i) be violated for some p. Then p divides r
p = r

dp · d but
not the left factor. Hence, p divides d and thus also (r/d, d), a contradiction
to (ii).

(i)↔(iii): Statement (i) is equivalent to the following: for each prime p with νp(r) > 2,
we have νp(r) = νp(d). Since νp(d) 6 νp(r), the last condition can be relaxed
to νp(r) 6 νp(d). We see that (i) is equivalent to νp(r) 6 max(νp(d), 1) for all

p; clearly, this simply means r | d̂. �
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14. Primitive ANC groups over number fields

The formalism of supernatural numbers allows us to give the following compact
characterisation of primitivity for cyclic groups.

14.2 Proposition. Cn(K) is primitive if and only if n | κ̂K(n).

Proof. By Corollary 10.5 Proposition 10.6, and Lemma 12.3, Cn(K) is primitive if
and only if for each prime divisor p | n, we have |EnK : En/pK| 6= p. The claim now
follows from Corollary 13.16 and Lemma 14.1. �

14.2. Odd order cyclotomic extensions

The following is well-known.

14.3 Proposition ([71, Thm 5.5.1]). Let E/L and F/L be algebraic extensions. If
E/L is Galois, then so is EF/F and Gal(EF/F ) ∼= Gal(E/E ∩ F ) via restriction.

14.4 Corollary. Let the notation be as in Proposition 14.3. Then Gal(EF/F )
embeds into Gal(E/L) via restriction. �

Below, we will make use of the following.

14.5 Lemma. Let n > 1. Write n = 2jm (m odd) and let p be an odd prime divisor
of n. Then |EnK : En/pK| = p if and only if |EmK : Em/pK| = p.

Proof. By Corollary 14.4, r = |EnK : En/pK| divides s = |EmK : Em/pK| which
in turn divides |Epa : Epa−1 | 6 p, where a = νp(m). Hence, if r = p, then s = p.
Conversely, let s = p. Then a > 2 (for otherwise s 6 p − 1) and r can only be 1
or p. Suppose, for the sake of contradiction, that r = 1. Then EmK ⊂ EnK =
En/pK = (Em/pK)E2j , whence s divides t = |(Em/pK)E2j : Em/pK|. However, by
Corollary 14.4, t divides |E2j : Q|, which is a power of 2. This contradicts s = p. �

14.3. Some arithmetical conditions

Let n = 2jm, where m is odd and j > 2. Consider the following conditions.

(a) κ+
K(n) 6= >.

(b) m | κ̂K(m).

(c) n/κK(n) is odd.

(d) K is totally imaginary or m > 1.

(e) ord (2 mod m) · |Kp : Q2| is even for all primes p | 2 of K.

Using results from preceding chapters, we may summarise major properties of
these conditions as follows.
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14.4. Characterisations of primitivity in the non-abelian case

14.6 Lemma.

(i) Condition (a) is equivalent to
√
−1 6∈ E+

nK.

(ii) Condition (b) is equivalent to the following: for each odd prime divisor p of n,
|EnK : En/pK| 6= p.

(iii) Condition (c) is equivalent to |EnK : En/2K| 6= 2.

(iv) Conditions (b) and (c) are both satisfied if and only if n | κ̂K(n).

(v) If j > 3, then (d) is equivalent to x2 + y2 = −1 being soluble in E+
nK.

(vi) x2 + y2 = −1 is soluble in EmK if and only if (d) and (e) are satisfied.

(vii) If x2 + y2 = −1 is soluble in E+
nK and p is an odd prime with p2 | n, then

x2 + y2 = −1 is soluble in E+
n/pK.

Proof.

(i) Corollary 13.17(i).

(ii)–(iv) Lemma 14.1, Lemma 14.5, and Corollary 13.16.

(v)–(vi) Lemma 9.3.

(vii) Lemma 9.4. �

14.4. Characterisations of primitivity in the non-abelian case

Let G be a non-abelian ANC group of order 2n, where n = 2jm and m is odd.

14.7 Lemma. Let A / G(K) be cyclic of index 2. Let ◦= + if G2 is dihedral or
generalised quaternion and let ◦=− if G2 is semidihedral.

(i) A is homogeneous if and only if
√
−1 6∈ E◦nK.

(ii) Let A be homogeneous. Then A is irreducible if and only if ϑ(G) = 1 or
x2 + y2 = −1 is soluble in E+

nK.

Proof. In view of the uniqueness statement in Proposition 12.1, we may assume that
G(K) is given by the explicit construction from Chapter 12. Thus, K[A] ∼=K K[a, b],
where a = diag(ζ

2j
, δ(G)ζ−1

2j
) ∈ GL2(EnK) and b = diag(ζm, ζm) ∈ GL2(EnK);

note that the isomorphism type of K[a, b] does not change if G(K) is rewritten over
E◦nK (if possible) since this amounts to replacing G(K) by x−1G(K)x for a suitable
x ∈ GL2(EnK). We see that K[A] ∼=K (E◦nK)[a]. The minimal polynomial of a
over E◦nK is X2 − (ζ

2j
+ δ(G)ζ−1

2j
)X + δ(G) (cf. Lemma 8.4). Thus, K[A] is a field

if and only if ζ2j 6∈ E◦nK or, equivalently, EnK 6= E◦nK. Since En = E◦n(
√
−1),

this is equivalent to
√
−1 6∈ E◦nK which proves (i). Now let A be homogeneous.
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14. Primitive ANC groups over number fields

From the description in Chapter 12, we further obtain that the degree of G(K) is
2`−1|EnK : K|, where ` is the Schur index of the representation of G2 over EmK
used in the construction of G(K). Thus, A is irreducible if and only if ` = 1 which
happens precisely under the conditions stated; cf. Lemmas 12.5–12.6. �

Having characterised irreducibility of A in the last lemma, we may now continue
to decide primitivity of G(K). The next four propositions constitute the main result
of this chapter.

14.8 Proposition.

(i) If G2 is dihedral, then G(K) is primitive if and only if (a)–(c) hold.

(ii) If G2 is generalised quaternion with |G2| > 16, then G(K) is primitive if and
only if (a)–(d) hold.

Proof. Apply Proposition 10.13, Lemma 14.7, and Lemma 14.6(i)–(v). �

14.9 Proposition. If G2
∼= Q8, then G(K) is primitive if and only if (a),(b),(d),

and (e) are satisfied.

Proof. We have n = 4m and therefore E+
n = Em. Hence, x2 + y2 = −1 is soluble in

E+
nK if and only if (d) and (e) are both satisfied (Lemma 14.6(vi)). By Lemma 10.9,

the subgroups of index 2 in G are all irreducible and they can therefore not be block
stabilisers, regardless of whether |EnK : En/2K| = 2 or not. The odd prime divisors
of n are covered by Proposition 10.13 and Lemma 14.6(ii). �

14.10 Proposition. Let G2
∼= Q16. Then G(K) is primitive if and only if (a),(b),(d)

hold and (c) is satisfied if (e) is.

Proof. Since 8 | n, by Lemma 14.6(v), x2 + y2 = −1 is soluble in E+
nK if and only if

(d) is satisfied. As before, none of the maximal subgroups of G of odd prime index is
a block stabiliser if and only if (b) is satisfied. It remains to consider a non-abelian
subgroup, H say, of index 2 in G. By Lemma 10.11 and Corollary 8.6, H is a block
stabiliser for G if and only if |EnK : En/2K| = 2 and x2 + y2 = −1 is soluble in

E+
n/2K. The former condition is equivalent to (c) being false. Since n/2 = 4m so

that E+
n/2 = Em, the latter condition is equivalent to (d) and (e) being true. Hence,

primitivity of G is equivalent to (a), (b), (d), and “(c) or not (e)” being true. This
gives the condition stated. �

14.11 Proposition. Let G2 be semidihedral. Then G(K) is primitive if and only
if (b)–(c) hold and κ−K(n) | n.

Proof. This is a consequence of Proposition 10.13, Corollary 13.17, Lemma 14.7,

Lemma 14.6(ii)–(iv), and the following two observations. First, if n | κ̂K(n), then
κ+
K(n) - n/2. Indeed, suppose that κ+

K(n) | n/2. Then κK(n) | n/2 and thus

ν2(κK(n)) 6 ν2(n/2). As 8 | n, we obtain ν2(κ̂K(n)) 6 ν2(n/2) < ν2(n) and so
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14.5. Primitive finite nilpotent groups over cyclotomic fields

n - κ̂K(n). Second, if n | κ̂K(n) and κ−K(n) | n, then n/κ−K(n) is odd. For 8 | n
implies that ν2(n) 6 ν2(κ̂K(n)) = ν2(κK(n)) 6 ν2(n) whence n/κK(n) is odd. As
κK(n) | κ−K(n) | n, we conclude that n/κ−K(n) is odd. �

14.12 Remark. Primitivity of the Sylow p-subgroups of the general linear groups
over arbitrary fields has been investigated in [50, 45]. In the case of 2-groups above,
there is an unavoidable overlap between the techniques used here and those used in
the sources just cited. For instance, the field invariants used in [50] are concerned
with the inclusions of the fields E

2i
and E±

2i
in the ground field. In our approach,

these fields enter (in a different way) via the cyclometers κK and κ±K .

14.5. Primitive finite nilpotent groups over cyclotomic fields

In this section, we apply the above results to give a precise description of the ANC
groups G such that G(Er) is primitive. Since Er = E2r for odd r, we may assume
that r 6≡ 2 mod 4.

14.13 Theorem. Let r 6≡ 2 mod 4. A complete list (up to isomorphism) of those
ANC groups G such that G(Er) is primitive is given by the following.

(i) Cn, where n | r̂.

(ii) Q8×Cm, where m and r are odd, m | r̂, rm > 1, and ord (2 mod rm) is even.

(iii) Q16×Cm, where m and r are odd, m | r̂, rm > 1, and ord (2 mod rm) is odd.

Proof. Using the properties of the cyclotomic families E and E± described in Chap-
ter 13, we see that

κEr
(n) =

{
(r, n), (r, n) ≡ 0, 1, 3 mod 4,

(r, n)/2, (r, n) ≡ 2 mod 4

and

κ±Er(n) =


(r, n), (r, n) ≡ 1, 3 mod 4,

(r, n)/2, (r, n) ≡ 2 mod 4,

>, (r, n) ≡ 0 mod 4

for any n > 1. In particular, κ̂Er(n) = (̂r, n) and

κ̂±Er(n) =

{
(̂r, n), (r, n) ≡ 1, 2, 3 mod 4,

>, (r, n) ≡ 0 mod 4

for any n > 1.

Given any r, n > 1, we have n | (̂r, n) if and only if n | r̂. Indeed, since (r, n) | r,
we have (̂r, n) | r̂. Thus, if n | (̂r, n), then n | r̂. Conversely, let n | r̂. Then
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14. Primitive ANC groups over number fields

n = (r̂, n) which divides (̂r, n). We now consider primitivity of Cn(Er). Using the
above description of κEr and §14.1, we see that Cn(Er) is primitive if and only if

n | (̂r, n). We have just seen that this is equivalent to n | r̂.
Let G be a non-abelian ANC group of order 2n, where n = 2jm (m odd, j > 2). We

now investigate the conditions determining primitivity of G(Er) from §14.3 (with
K = Er). The above description of κ±Er and the introductory comment of the
preceding paragraph show the following: condition (a) is equivalent to 4 - r, condition
(b) is equivalent to m | r̂, and conditions (b) and (c) are both satisfied if and only
if n | r̂. Hence, if (b)–(c) are satisfied, then (a) is false. This rules out primitivity of
G(Er) if G2 is dihedral or quaternion with |G2| > 16 by Proposition 14.8. Similarly,
the case that G2 is semidihedral is ruled out by Proposition 14.11 since κ+

Er
(n) =

κ−Er(n) = > whenever (b)–(c) are satisfied.
The case G2

∼= Q8 is now easily treated. Recall that for any odd s > 1, the degree
of the sth 2-adic cyclotomic field over Q2 is precisely ord(2 mod s) [13, Prop. 3.5.18].
By Corollary 9.7, we have ord (2 mod rm) ≡ ord (2 mod r) ord (2 mod m) mod 2.
Note that by (a) and since r 6≡ 2 mod 4, r has to be odd in order for G(Er) to be
primitive. It remains to consider the case G2

∼= Q16. Again, r has to be odd by (a).
We therefore have κEr(n) = (n, r) whence n/κEr(n) is necessarily even. Therefore,
condition (c) is never satisfied. Thus, primitivity of G(Er) is equivalent to (a), (b),
(d) being true and (e) being false. This leads to the conditions given. �

14.14 Remark. It is shown in [29, Thm 5] that the set of odd primes p such that
ord (2 mod p) is even has Dirichlet density 17/24 (see [78, VI, §4] for a definition).
In view of Corollary 9.7 (c.f. the remark at the end of [29]), it follows that even if
ord (2 mod r) is odd, the case (iii) in Theorem 14.13 is still “asymptotically rare”.
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Notation

Maps usually act on the right. Throughout this thesis, K is a field and V is a
non-trivial finite-dimensional K-vector space.

The default parent structures of objects are the natural numbers and the integers,
the choice being clear from the context. For example, “let x > 0” means “let x ∈ Z
with x > 0”. As an exception to this rule, in “let ε > 0”, the quantity ε is real.

General

1, 1M identity map (on M), multiplicative identity element (of M)
A ⊂ B, B ⊃ A A is a (not necessarily proper) subset of B
∼=, ∼=R (R-)isomorphism

Linear algebra

|V : K| dimension of V over K
End(M), EndR(M) endomorphism ring of an R-module
GL(M) unit group of End(M)
Md(R) ring of d× d matrices over the ring R
GLd(R) unit group of Md(R)
mpolK(x) minimal polynomial of x over K
≈ similarity
gu, gs multiplicative Jordan decomposition of g

Group theory

N / G N is a (not necessarily proper) normal subgroup of G
Z(G) centre
G′, [G,G] derived subgroup
Gp, Gp′ Sylow p-subgroup, p-complement
Gn 〈gn : g ∈ G〉
T(G) torsion subgroup
class(G) nilpotency class
exp(G) exponent of G
ord (g) order of g
A J G see Notation 6.1
Cn cyclic group of order n
D2k , SD2k , Q2k dihedral, semidihedral, generalised quaternion group
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14. Primitive ANC groups over number fields

Group actions and representations

StabG(x) stabiliser of x in G
AG {a ∈ A : ag = a for all g ∈ G}
[a, g] ag − a or a−1ag

E(φ) extension corresponding to φ ∈ Z2(G,A)
Irr(G) (ordinary) irreducible characters of G
K(χ) character field
K[%] K[Im(%)] where % is a representation

Rings

a /R a is a (not necessarily proper ideal) of R
R× unit group of R
(a, b, . . . ) ideal generated by a, b, . . . ; gcd(a, b, . . . )
R/a R/(a)
Rp localisation of R at the prime ideal p /R
R[G] R-algebra generated by G
RG group ring of G over R
UFD unique factorisation domain
PID principal ideal domain

Algebras

Z(A) centre of A
L?φ Γ crossed product
Br(K), Br(L/K) (relative) Brauer group
[A] Brauer class of A
exp(A) exponent(
a,b
K

)
quaternion algebra

Special domains

Qp p-adic numbers
Fq finite field of size q
En Q(ζn)

E±n E±n = Q(ζ
2j
± ζ−1

2j
, ζm), where n = 2jm, m odd

Field theory

Gal(L/K) Galois group of L/K
NL/K norm map

X,T,X1, . . . indeterminates
Xr, X the sequence (X1, . . . , Xr)
K[α] the ring of all f/g, where f, g ∈ K[X] and g(α) 6= 0

ζn primitive nth root of unity over Q
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14.5. Primitive finite nilpotent groups over cyclotomic fields

Arithmetic

ord(r mod n) order of r + nZ in (Z/n)×

n product of the prime divisors of n
νp(a) p-adic valuation of a
aπ π-part of a, where π is a set of primes
â lcm(a, 2, 3, 5, 7, . . . )

Miscellaneous

ϑ(G), δ(G) see §8.3
G(K) the irreducible ANC group over K which is isomorphic to G
κK cyclometer

115





List of Algorithms

4.1. HomogeneousDecompositionAbelian(G) (general case) . . . . . 32
4.2. ExponentElement(G) . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3. HomogeneousDecompositionAbelian(G) (finite case) . . . . . . 33
4.4. FindAbelianWithProperty(G,E) . . . . . . . . . . . . . . . . . . 35
4.5. NoncentralAbelian(G) . . . . . . . . . . . . . . . . . . . . . . . . 36

5.1. IsIrreducible(G) (general case, partially constructive) . . . . . . . 44

7.1. NoncyclicAbelian(G) . . . . . . . . . . . . . . . . . . . . . . . . 64

8.1. IsIrreducibleANC(G,A) . . . . . . . . . . . . . . . . . . . . . . . 72

11.1. IsIrreducible(G) (finite case, fully constructive) . . . . . . . . . . 83
11.2. IsPrimitive(G) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

117





Bibliography

[1] T. Albu. From field theoretic to abstract co-Galois theory. In Handbook of algebra. Vol.
5, volume 5 of Handb. Algebr., pages 3–84. Elsevier/North-Holland, Amsterdam, 2008.

[2] B. Assmann. Polycyclic presentations for matrix groups. Diplomarbeit, Technische
Universität Braunschweig, 2003.

[3] B. Assmann. Polenta, 2007. A refereed GAP 4-package. Available from http://www.

gap-system.org/Packages/polenta.html.

[4] B. Assmann and B. Eick. Computing polycyclic presentations for polycyclic rational
matrix groups. J. Symbolic Comput., 40(6):1269–1284, 2005.

[5] L. Babai. Randomization in group algorithms: conceptual questions. In Groups and
computation, II (New Brunswick, NJ, 1995), volume 28 of DIMACS Ser. Discrete Math.
Theoret. Comput. Sci., pages 1–17. Amer. Math. Soc., Providence, RI, 1997.

[6] L. Babai, R. Beals, J.-y. Cai, G. Ivanyos, and E. M. Luks. Multiplicative equations over
commuting matrices. In Proceedings of the Seventh Annual ACM-SIAM Symposium on
Discrete Algorithms (Atlanta, GA, 1996), pages 498–507, New York, 1996. ACM.

[7] W. Bosma, J. Cannon, and C. Playoust. The Magma algebra system. I. The user
language. J. Symbolic Comput., 24(3-4):235–265, 1997.

[8] R. Brauer, H. Hasse, and E. Noether. Beweis eines Hauptsatzes in der Theorie der
Algebren. J. reine angew. Math., 167:399–404, 1932.

[9] K. S. Brown. Cohomology of groups, volume 87 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1994. Corrected reprint of the 1982 original.

[10] W. C. Brown. Matrices over commutative rings, volume 169 of Monographs and Text-
books in Pure and Applied Mathematics. Marcel Dekker Inc., New York, 1993.

[11] F. Celler, C. R. Leedham-Green, S. H. Murray, A. C. Niemeyer, and E. A. O’Brien.
Generating random elements of a finite group. Comm. Algebra, 23(13):4931–4948, 1995.

[12] H. Cohen. A course in computational algebraic number theory, volume 138 of Graduate
Texts in Mathematics. Springer-Verlag, Berlin, 1993.

[13] H. Cohen. Number theory. Vol. I. Tools and Diophantine equations, volume 239 of
Graduate Texts in Mathematics. Springer, New York, 2007.

[14] P. M. Cohn. Basic algebra. Springer-Verlag London Ltd., London, 2003.

[15] P. M. Cohn. Further algebra and applications. Springer-Verlag London Ltd., London,
2003.

[16] I. G. Connell. The stufe of number fields. Math. Z., 124:20–22, 1972.

[17] C. W. Curtis and I. Reiner. Representation theory of finite groups and associative
algebras. Pure and Applied Mathematics, Vol. XI. Interscience Publishers, a division
of John Wiley & Sons, New York-London, 1962.

119

http://www.gap-system.org/Packages/polenta.html
http://www.gap-system.org/Packages/polenta.html


Bibliography

[18] A. S. Detinko, B. Eick, and D. L. Flannery. Computing with matrix groups over infinite
fields (preprint). See http://larmor.nuigalway.ie/~detinko/DEF_survey.pdf.

[19] A. S. Detinko and D. L. Flannery. Classification of nilpotent primitive linear groups
over finite fields. Glasg. Math. J., 46(3):585–594, 2004.

[20] A. S. Detinko and D. L. Flannery. Nilpotent primitive linear groups over finite fields.
Comm. Algebra, 33(2):497–505, 2005.

[21] A. S. Detinko and D. L. Flannery. Computing in nilpotent matrix groups. LMS J.
Comput. Math., 9:104–134 (electronic), 2006.

[22] A. S. Detinko and D. L. Flannery. Algorithms for computing with nilpotent matrix
groups over infinite domains. J. Symbolic Comput., 43(1):8–26, 2008.

[23] A. S. Detinko and D. L. Flannery. On deciding finiteness of matrix groups. J. Symbolic
Comput., 44(8):1037–1043, 2009.

[24] M. Deuring. Algebren. Zweite, korrigierte Auflage. Ergebnisse der Mathematik und
ihrer Grenzgebiete, Band 41. Springer-Verlag, Berlin, 1968.

[25] J. D. Dixon. The structure of linear groups. Van Nostrand Reinhold, London, 1971.

[26] J. D. Dixon. The orbit-stabilizer problem for linear groups. Canad. J. Math., 37(2):238–
259, 1985.

[27] W. Eberly. Decomposition of algebras over finite fields and number fields. Comput.
Complexity, 1(2):183–210, 1991.

[28] D. Eisenbud. Commutative algebra, volume 150 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1995. With a view toward algebraic geometry.

[29] B. Fein, B. Gordon, and J. H. Smith. On the representation of −1 as a sum of two
squares in an algebraic number field. J. Number Theory, 3:310–315, 1971.
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